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Abstract

Agriculture plays a pivotal role in Africa's development and is essential for achieving the Sustainable
Development Goals (SDGs). However, the agricultural sector is inherently exposed to production risks, and many
farmers in the developing world lack access to reliable agricultural insurance coverage. This situation arises due
to limited data and knowledge about farmers' insurance needs and the high costs associated with insuring against
severe agricultural risks. Promoting agricultural insurance as an instrument can have several significant impacts,
aligning with multiple SDGs. It can help stabilize farmers' income, thereby contributing to the goal of reducing
poverty (SDG 1). Moreover, agricultural insurance can provide a safety net for food producers, helping them
manage the impacts of climate-related risks and aligning with SDG 13, which addresses climate action.
Additionally, by enhancing the resilience of farmers and ensuring more predictable income, agricultural insurance
can contribute to addressing hunger (SDG 2) and ultimately create a more sustainable and prosperous agricultural
sector in Africa. Therefore, this study evaluated agricultural insurance as an instrument for sustainable food supply
systems in Nigeria. This study adopted a survey design. This study captured thoughts, experiences, and
observations of selected agricultural underwriters in the Nigerian insurance industry through structured
questionnaire. A descriptive statistic was employed in the data analysis. This study results indicated that aside
from farmers’ awareness which showed some level of yardstick with respect to farmers behavioural metrics, all
other metrics played no significant roles. It was also recorded that why farmers’ age, gender, family size and
farming experience have no significantroles in the uptake of agricultural insurance, all other participatory factors
have major effects. The study contributed significantly to knowledge with the graphical representations of the
challenges confronting the agricultural insurers in Nigeria. The study provided suitable recommendations that
endear achievable SDGs in Nigeria.
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Introduction

Agricultural production had grown and
tripled between the years 1960 and 2015, due to
the adoption of green revolution technologies
coupled with significant expansion in the use of
water, land, and other natural resources for
agricultural uses. Studies have affirmed the
continued and widespread food deficiency and
malnutrition as major challenges in many areas

1- Department of Insurance, Faculty of Management
Sciences, Lagos State University, Ojo, Nigeria
(Corresponding Author Email: sunday.ajemunigbohun@Ilasu.edu.ng)

of the globe (FAO, 2017; OECD/FAO, 2021;
Olajide-Adedamola and Akinbilo, 2018).
Oyetunde, Odum, and Adewunmi (2021)
stipulated that the developmental stride put
forward to eradicate hunger and food deficiency
will not be sufficient even by the year 2050 if
adequate efforts are not in place. According to
Alliance for a Green Revolution in Africa
(AGRA) (2018), 70% of the African populace
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has been said to be involved in agriculture. It is
a proven fact, from this submission, that
agriculture is the path to prosperity in Africa
because no region of the world has developed
into a diverse modern economy without first
establishing a successful foundation in
agriculture. However, Agriculture is critical to
the development of Africa and crucial to the
achievement of the Sustainable Development
Goal, which seeks to eradicate extreme poverty
and hunger by 2030. Over 70% of Africa’s
population depends on agriculture
(International Fertilizer Development Centre,
2014).

In Nigeria, the focus had been on
diversifying the economy away from oil to
agriculture. Towards meeting this goal, various
government programmes to support rice
farmers, and other categories of farmers had
been put in place. This agricultural drive is in
tandem with successive government efforts at
achieving sustainable food security and self-
sufficiency in food production. All of these had
been directed at reawakening the past landmark
achievement recorded over the years in the
agricultural sector which is regarded as the
mainstay of the economy. Nigeria is a vast
agricultural country endowed with substantial
natural resources. According to Oyakhilomen
and Zibah (2017), the agricultural sector is said
to account for over 40% of the GDP and thus,
employs about 60% of the working population.
Over 53 million (about 30 per cent) Nigerians
remain undernourished, and many Nigerians
(65 per cent) remain food insecure (Nwankpa,
2017). Hence, prioritising agriculture and
intensifying efforts on agricultural production
will serve as a veritable instrument that
potentially endears to sustainable capacity in
food production and supply (Akpan, Udoka,
and Patrick, 2021; Amao, Antwi, Oduniyi, Oni,
and Rubhara, 2021).

Given the current economic situation in
Nigeria coupled with hyperinflation and hunger
in the land, the government is putting more
effort into revamping the agricultural sector
with the desire to not only boost the sector but
restore the lost glory of Nigeria in self-
sufficiency in food production and supply.

These efforts were geared toward encouraging
more people into agricultural (either as an
investor or a farmer) to reduce the alarming rate
of unemployment and enhance the economic
diversification policy of the government. This
desire had made it imperative that proven
scientific and appropriate economic means for
managing the various risks that are associated
with agricultural endeavours are brought to the
fore.

Therefore, it is important to acknowledge the
role of agricultural insurance in realising these
government  objectives (advancement of
agricultural sector, provision of agricultural
inputs, etc.) and protecting farmers against
possible agricultural risks (such as production
risks, environmental risks, logistics and
infrastructural risks). Agricultural risk is a
central theme in farming globally due to the
threats of pests and diseases, bush fires,
herders’ activities, drought, and price
fluctuations. In Nigeria, farmers have been
disturbed by the activities of herders, bandits,
kidnappers, and political unrest, among others.
But a great majority of them, due to insufficient
means and resources, are rarely able to
withstand the risks, especially when it involves
disastrous losses. The result, often, is a serious
decline in farm income and the consequent
failure (Udemezue and Kanu, 2019). Thus, this
underscores the need for this research to assess
how agricultural insurance can be used as an
instrument for sustainable food supply systems
in Nigeria. In specific terms, the objectives are
to:

i. Take an overview of agricultural
insurance and identify the demand-and
supply-sides factors affecting the uptake
of agricultural insurance;

ii.  Study the existing farmers’ behavioural
metrics toward agricultural insurance
based on the judgment of Agricultural
insurance providers;

iii.  Assess the possible factors influencing
farmers’ participations in agricultural
insurance in Nigeria,;

iv.  Examine the various challenges
confronting Agricultural insurers in
Nigeria
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Overview of Agricultural Insurance: Global
perspective

Agricultural sector is the most pertinent
facet in many countries which is still being
impacted by climate shock. Apart from
threatening global food security and stability,
these shocks can cripple livelihoods, disrupt
agricultural value chains, and even subvert
macroeconomic stability. Agricultural
insurance de-risks lending to the agricultural
sector, enabling loan repayments, curtails
budget volatility of agriculture-related financial
expenditures by ceding climate risk to the
private sector, increases financial space during
shock years, and estimates growth of the
agricultural sector, which can unlock job
creation opportunities (Baskaran and Mabher,
2021).

Agricultural insurance is an increasingly
attractive sector that is experiencing rapid
growth. In the year 2019, the agricultural
insurance market was valued at over 30 billion
U.S. dollars (Wang, Tack, and Coble, 2020;
Vyas, Dalhaus, Kropff, Aggarwal, and
Meuwissen, 2021). However, climate change,
in many regions of the world, has been ascribed
an essential driver of agricultural system
instability and is anticipated to increase the
probability and severity of risks. Therefore,
among numerous agricultural risk management
instruments available, one major plan of action
to manage these risks is agricultural insurance
(Vyas et al., 2021). Agricultural insurance,
according to Siwedza and Shava (2020), can
help stabilise farm income by reducing poverty
(Sustainable Development Goals. SDG 1),
ensuring a climate safety cover for food
producers (SDG 13), and creating more welfare
packages to address hunger (SDG 2).

Agricultural insurance is a financial
instrument which provides coverage for
agricultural production assets of all biological
systems including crop, forestry, livestock,
fishing, and farm properties. Agricultural
insurance is one of the alternative risk
management methods available for risk
management against climatic variations. It
serves as the only medium through which
production risks in agriculture are ceded from

individual producers, agro-enterprises, and
government organisations to (re) insurers or
other financial markets (Hohl, 2019).

The evidence above shows that insurance
product (especially agricultural insurance) in
developing countries is grappling with the
provision of safety cover for a range of shocks
and challenges which are beyond the farmers’
control and can impact drastically on their
incomes and survival. It can be deduced from
the figure above that while 22 percent of
farmers are figured to have knowledge of
agricultural insurance in Asia, 33 percent in
Latin America, only 3 per cent of these farmers,
globally, are figured to be aware of agricultural
insurance in Sub-Saharan Africa. Studies (such
as Panda, 2021; Yonekura, 2019) had proved
that agricultural insurance in the Asian region
is bolstered primarily by the republic of China,
Japan, and India. More so, studies (such as
Ntukamazina, Onwonga, Sommer, Rubyogo,
Mukankusi, Mburu, and Kariuki, 2017;
Osumba, Recha, Demissie, Shilomboleni,
Rademy, and Solomon, 2020) had stipulated
that agricultural insurance penetration is very
low in most African countries by either not
having it or experiencing it only at the pilot
stage.

Agricultural insurance in Nigeria

The drive for agricultural insurance in
Nigeria was said to have started with the
establishment of the Nigerian Agricultural
Insurance Scheme (NAIS). The essence of its
emergence was to provide financial
remediation to farmers having suffered natural
hazard; stimulate financial institutions, provide
rural credit; promote agricultural production by
motivating investment; and reducing the need
for government to offer support after a
disastrous events.to be able to attain these
objectives, the Federal Government of Nigeria
(FGN) considered it necessary to establish the
Nigerian Agricultural Insurance Corporation
(NAIC).
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Gaps in Farmers' Insurance Coverage Across
Regions, 2018
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Figure 1- Gaps in farmers’ income coverage across region, 2018
Source: ISF Advisors (2018). Protecting growing prosperity

The NAIC (Nigerian Agricultural Insurance
Corporation), once established, has taken on the
crucial responsibility of protecting Nigerian
farmers against the potential impacts of natural
hazards. It achieves this by implementing
measures that ensure prompt and appropriate
compensation, sufficient to help affected
farmers recover and continue their agricultural
activities despite suffering losses (Olajide-
Adedamola and Akinile, 2018). Government
continuous participation ensures subsidies’
provisions for food crops, cereals, live stocks,
poultry, and fisheries without
commercialisation. NAIC, being the only
corporation that represents government’s
interest in agricultural insurance, is empowered
to perform such responsibilities as stated above
(Oyetunde et al., 2021). Currently, the
agricultural insurance market is comprised of
one (1) government fully funded corporation
(NAIC) and eighteen (18) private agricultural
underwriters. The products presently being
offered in the market include poultry insurance,
fish farming insurance, livestock insurance,
multicrop peril insurance, crop insurance, and
farm properties, and produce insurance.

Demand- and Supply-Side Barriers to the
uptake of Agricultural Insurance

Evidence has demonstrated that the
insurance coverage gap persists due to a
combination of demand-side and supply-side
factors. On the demand side, one significant
challenge is the lack of awareness about
insurance services, primarily driven by the
limited access to financial services in rural
areas. This lack of access serves as a
fundamental barrier to the adoption of
insurance. Even in cases where farmers are
aware of insurance, insufficient knowledge and
understanding of this financial instrument can
lead to distrust in service providers' abilities to
honor claims as promised.

Additionally, for those farmers who are
aware of insurance services, effective
utilization of agricultural insurance becomes
feasible when they possess a clear
understanding of how it works and the value it
can provide to them. However, uptake of
agricultural insurance among farmers is being
constrained by two likely costs, namely cost of
insurance premium and claim costs.
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Agricultural Insurance Providers in Nigeria

Government-owned
Agricultural insurer

Nigerian Agricultural Insurance
Corporation (NAIC) - 1

Functions

To implement, manage, and administer
the agricultural insurance scheme,
established by section 6 of NAIC
Act.

To provide subsidies on premiums
chargeable on selected crops and
livestock policies.

To encourage institutional lenders to
lend more for agricultural
production.

To carry on insurance business on
normal commercial basis and
without subsidies on premium

Private-owned Agricultural
insurers

Private Agricultural
Insurers - 18

To provide financial
compensation in the
event of loss

To stabilise farmers’ income

To  provide technical
advisory services

To encourage credit by
financial institution to
invest in agriculture to
ensure sustainable
growth

Figure 2- Structure of Agricultural Insurance Market in Nigeria
Source: Researchers’ model, 2022

Apparently, government subsidy, as a
demand factor, has been employed to reduce
premiums for farmers on government-
mandated schemes or specific agricultural
insurance services. These claims are also
supported by recent studies (Ghosh, Gupta,
Singh, and Ward, 2021; Nshakira-Rukundo,
Kamau, and Baumuller, 2021; Sujarwo, 2017).
On the supply-side factors, an agricultural
insurance provider encounters high incidence
of disastrous events such as drought, flood,
etc.., with core requirements of huge and more
persistent pay-outs. In addition, providing
coverage for such agricultural risks can be
expensive for providers who would scuffle to

design agricultural insurance policies that are
both low-priced and offer ample coverage.
Distribution is key challenge, hence reaching
and serving farmers can be logistically
laborious and high-priced. Given the sensitivity
of the price, insurance underwriter most times
perceived this policy as a low-profit customer
aspect, preventing themselves from offering the
policy. However, with no access to formal
insurance schemes (especially government
support/subsidies), farmers usually resort to
traditional risk management, such as self-
insurance and community fund. While self-
insurance can be expensive and profitless
against major weather shocks, community
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funding schemes, in which farmers contribute
their savings into a pool to support those who
require pecuniary assistance, may not usually
provide sufficient safety cover (Raithattha and
Priebe, 2020; Stoppa and Dick, 2018). The
main  problem is that traditional risk
management schemes are not able to cater for
covariate risks, which refer to disastrous
situations that affect many farmers in the same
region at the same period.

Research Methods

This study, which is empirical, analytical,
and descriptive, captures the thoughts of
agricultural insurance providers on issues
relating to farmers’ behavioural metrics, factors
influencing farmers’  participation  in
agricultural Insurance, and challenges of
agricultural Insurers. This study adopted survey
design supported by quantitative method to
provide an improved perception of necessary
resolutions for agricultural insurance as an
instrument to food supply systems in Nigeria.
The total population comprised 19 registered
and practising agricultural insurance companies
in Nigeria (Nigerian Insurance Association,
2020).

The sampling method adopted were
purposive and convenience in nature. The data
collection instrument selected for this study was
a questionnaire, being a primary source method.
The choice of the survey method was due to its
suitability to the chosen research design, its
costless nature, huge sample coverage, and its
simplicity in distribution (Sallies, Gripsrud,
Olsson, and Silkoset, 2021). Five copies of
questionnaires were sent to each provider with
each company’s unit head inclusive via the
researcher’s institutional email. To this end, a
total of 87 copies were returned, making a 92%
response rate.

The study measurement of validity consisted
of construct, and face validity. While construct
validity was structured in line with convergent

and discriminant views of earlier studies, face
validity was conducted among experts in
agricultural insurance to be able to come up
with useful research instrument for the data
collection. Also, the reliability test was
conducted with a Cronbach alpha above the
standard 0.7 for all constructs of concern. These
outcomes were in line with statistical inferences
of the validity of the scale, and the sacrosanctity
of the internal consistency.

Results and Discussion

Fig. 3 shows farmers’ behavioural metrics in
terms of their awareness, patronage, attitudes,
preferences, and experiences. For the statement
that “farmers’ awareness has contributed
greatly to agricultural insurance policies in
Nigeria”, while 45.5 percent disagreed with it,
4.5 percent undecided, 22.7 percent expressed
their agreement, and 27.3 percent were strongly
in agreement with the statement. This implies
that while 50 percent agreed with the statement,
45.5 percent disagreed. For the statement that
“farmers’ patronage for agricultural insurance
in Nigeria is high”, while 9.1 percent only
expressed strong disagreement, 27.3 percent
were undecided, and 63.6 percent indicated
their agreement. This implies that while only
9.1 percent expressed their indecision, 90.9
percent were in disagreement with the
statement. For the statement that “farmers have
positive attitudes to purchasing agricultural
insurance”, while 9.1 percent signify their
strong disagreement, 68.6 disagreed, 9.1
percent undecided, and 13.6 percent displayed
their agreement. It shows that more than 70
percent disagreed with the statement. For the
statement that “farmers’ preferences for
agricultural insurance policies had been huge”,
while 77.3 percent disagreed with the
statement, 9.1 percent expressed their
indecision, and 13.6 percent displayed their
agreement.
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Farmers' Behavioural Metrics
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Figure 3- The graphical model explains Farmers’ behavioural metrics for agricultural insurance
Source: Field Survey, 2022
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Figure 4- The graphical model explains factors influencing farmers’ participations in agricultural insurance in

Nigeria
Source: Field Survey, 2022
Italso implied that over 70 percent disagreed had yielded positive responses”, while 54.5
with the statement. For the statement that percent expressed their indecision, 36.4 percent

“farmers’ experiences of agricultural insurance agreed, and 9.1 percent disagreed. The reason
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for the results is that while farmers desire
towards agricultural insurance, on the judgment
of the agricultural underwriters, have been
negatively affected in terms of their patronage,
attitudes, experiences, and preferences; more
positive outcomes are recorded with respect to
their level of awareness.

Fig. 4 shows the participants' responses
regarding  factors influencing  farmers’
participations in agricultural insurance. For size
of the farm, while 77.3 percent of participants
see it as extremely important, 22.7 percent
attached some level of importance.
For ‘farmer’s formal education’, 77.3 percent
account for extremely important and 22.7
percent important. For ‘farmer’s farming
experience’, wWhile 54.5 percent of the entire
agricultural underwriters see it as slightly
important, 27.3 and 18.2 percent account for
some level of importance and extreme
importance respectively. For ‘family size of the
farmer’, while 68.2 percent of the entire
participants see it as slightly important, 31.8
percent attached no importance. For ‘farmer’s

income’, while 54.5 percent of the entire
participants see it as extremely important, 22.7
percent account each for both its importance
and slight importance. For ‘age of the
farmer’, while 72.8 percent of the entire
participants see it as not important, 27.2 percent
attached slight importance. For ‘gender of the
farmer’, 59.1 percent of the entire participants
see it as not important. While 27.3 percent
account for its slight importance, 13.6 percent
saw it as extremely important. For ‘access to
credit facilities’, 90.9 percent of the entire
participants see it as extremely important, while
9.1 percent account for its importance.
For ‘access to insurance expert’, 36.3 percent of
the entire participants see it as extremely
important. While 27.3 percent each account for
both not important and important, only 9.1
percent account for its slight importance.
For ‘awareness on agricultural insurance’, 63.6
percent of the entire participants see it as
extremely important. While 27.3 percent
account for its importance, just 4.1 percent
attached slight importance.

Challenges Confronting Agricultural Insurers in
Nigeria

Regulatory hurdles and uncertainties about government. .

14.4 19.2

Y 66.4 I
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Figure 5- The graphical model explains challenges confronting agricultural insurers in Nigeria
Source: Field Survey, 2022

The adopted factors were in consistent with
studies (such as Ajiboye, Adeyonu, Faseyi, and
Isitor, 2018; Ankrah, Kwapong, Eghan,
Adarkwah, and Boateng-Gyambiby, 2021;

Carrer, Franco de Silveira, Vilholis, and De
Souza Filho, 2019) regarding agricultural
insurance.

Fig. 5 shows the participants' responses
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about challenges encountered with providing
agricultural insurance products in Nigeria. For
Limited data and knowledge about farmers’
insurance needs, while 50 percent of
participants strongly agreed to the statement,
27.3 percent expressed their agreement, 13.6
percent disagreed and 9.1 percent were
undecided. For ‘access and high cost of
international  reinsurance  for agricultural
insurance’ 40.9 percent account for strong
agreement and 22.7 percent agreed. While 22.7
percent strongly disagreed expressed their
strong disagreement, 9.1 percent undecided,
and 4.5 percent of the participants all disagreed.
For ‘sparse and poor-quality data for designing
and pricing agricultural insurance’, 45.5
percent of the entire participants expressed
strong agreement, 40.9 percent showcased their
agreement, while only 13.6 percent that
showcased their disagreement. For ‘high cost of
insuring many frequent and high-severity
agricultural risks’, 68.2 percent of the entire
participants agreed strongly with the statement.
While 23.2 percent disagreed, 7.6 were
indecisive.  For designing and  pricing
agricultural insurance products given the
uncertainties of climate change’, 45.5 percent
of the entire participants strongly agreed, 31.8
percent account for those that expressed their
agreement. While 9.1 percent were indecisive,
13.6 percent were in disagreement with
statement.  For ‘costly and undeveloped
distribution channels for providing agricultural
insurance on a large scale to small, disperse
farmers’, while 72.7 percent of the entire
participants agreed strongly with the statement,
8.5 percent expressed their agreement, 11.6
percent disagreed, 7.1 were indecisive.
For ‘managing moral hazard with indemnity-
based insurance and basis risk with index-based
insurance for agricultural risks’, while 77.7
percent showcased their strong acceptance, 8.7
expressed their agreement, 10.1 percent
account for its disagreement, and 3.5 percent
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Abstract

Commodity Exchange Traded Funds (ETF) are one type of ETF that underlying assets are agricultural
products, energy or metals instead of stocks. These ETFs expose their investors to the market of various
commodities in different ways, such as physical commodity, futures of single commodity, futures of baskets
commodities, equities with exposures to commaodities in various forms. In recent years, this financial instrument
has become one of the important investment options among several people by creating many advantages. Despite
these developments, scarce evidence exists in the current literature on the feedback trading of ETF investors. The
objective of this paper is examination of feedback trading in behavior investors of Saffron ETF in Iran. For this
purpose, daily data of two Saffron ETF for January 3, 2021 - Novenber 11, 2022 and Sentana and Wadhwani
(1992) model was used. Empirical analysis suggests that volatility of fund return is symmetrical against the news.
Despite a formal market with full overlapping for the underlying assets, Saffron ETFs investors do not notice about
the difference between ETFs' market prices and their Net Asset Value (NAV). The results of the feedback trading
model show that there is no evidence of feedback trading in Saffron ETF. It seems that the market of Saffron ETF
is efficient, which can be related to the specificity of the underlying assets and the investors of these ETFs.

Keywords: Exchange traded fund, Feedback trading, Saffron commodity ETF

Introduction

Today, passive investment in two forms of
open-ended index funds and exchange-traded
funds has become an important part of the
investment perspective in financial markets.
ETFs are shorter-lived than index funds and
were first introduced in the U.S. in January
1993 (Kallinterakis et al., 2020). Demand for
ETFs has grown markedly, making ETF trading
one of the world's largest businesses with an
estimated Net Asset Value (NAV) of US$10
billion and an annual growth rate of around 6%
(WFE, 2022). ETFs have properties similar to
that of mutual funds, and have an added feature
of being listed and traded in the stock
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exchanges like shares (Mallika and Sulphey,
2018). ETFs set forth the diversification
opportunities they provide to all types of
investors at a lower transaction costs, but also
highlight their tax efficiency, transparency and
low management fees. All of these features rely
on a specific in-kind creation and redemption
principle. New shares can continuously be
created by depositing a portfolio of stocks that
closely approximates the holdings of the fund
and similarly, investors can redeem outstanding
ETF shares and receive the basket portfolio in
return (Deville, 2008).

In recent years, this financial instrument has
become one of the important investment
options among traders by creating many
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advantages. Currently, various types of ETFs
are traded around the world, So that by the end
of the second quarter of 2022, the total number
of ETFs in the world is 7,738 with a NAV of
just over 8,522 billion $ (IIFA, 2022). Despite
the when of ETFs in the world, this asset is
divided into two general classes. The first class
are divided based on the management structure
and the second class based on the underlying
assets (Deville, 2008). The first ETF was
launched in August 2013 in Iran and after that,
the process of entering these ETFs into the
Tehran Stock Exchange (TSE) continued. At
the moment, 109 ETFs are traded in TSE and
total NAV of this ETFs has been at around 8
billion $ on November 2022 (Financial
Information Processing of Iran (fipiran), 2022).

Commodity ETF are one of the types of ETF
that underlying assets are agricultural products,
energy or metals instead of stocks. These ETFs
expose their investors to the market of various
commodities in different ways, such as physical
commodity, futures of single commodity,
futures of baskets commaodities, equities with
exposures to commodities in various forms
(Abner, 2016). The advantage of these ETFs is
that, in addition to tracking the price of the
underlying asset, it makes it possible to invest
in a specific commodity, for any person and any
amount of assets. At the moment, 9 commodity
ETFs are traded in TSE and total NAV of this
ETFs has been at around 2 billion $. This
commodity ETFs are in two groups of
agricultural products and precious metals,
traded with two underlying assets, saffron and
gold. The number and NAV of these ETFs are
about 8% compared to Iran's ETF market.
Despite various metal and agricultural
commodities in Iran, the existence of these
figures shows the low growth and acceptance of
commodity ETFs in TSE, which requires
further paper and investigation in the field of
existing obstacles and problems and their
resolution. Given the significance of these
instruments, there has been a surging academic
interest in the area with an increasing number
of studies investigating various topics relating
to ETF markets. Despite these developments,
scarce evidence exists in the current literature

onthe trading and investment behavior (rational
or irrational) of ETF investors. Intuitively,
because of their ease and low cost of trading,
ETFs may be appealing to individual
(unsophisticated, uninformed) investors who
are more likely to chase trends, raising a
concern over the impact of their introduction on
the overall market efficiency (Kallinterakis and
Kaur, 2010). Evidence on the behavior of ETF
traders has indicated that they subscribe to
feedback style strategies. In an efficient market,
free of arbitrage opportunities, the ETF value
traded in the market must be equal to its NAV
after adjusting for transaction costs (Da Costa
et al., 2019). The existence of arbitrators and a
liquid market of shares and assets should result
in small and temporary price differences
between the share and its assets. However, in
the context of ETFs, Chau et al. (2011)
extended Sentana and Wadhwani (1992) model
of feedback trading in an empirical analysis of
the three largest ETFs in the U.S and found
evidence of positive feedback trading, i.e., the
existence of traders whose demand is based on
the history of previous returns. However, these
observations were made from data obtained in
the already matured U.S market.

The purpose of this study is to investigate
this issue, i.e., the existence of feedback trading
in two saffron commodity ETFs in the Iran
Mercantile Exchange (IME). Investing in these
funds makes it possible for investors to buy and
sell fund units immediately, in addition to
supporting Iranian farmers and earning profit.
Another notable feature of these funds is that
they enable even new investors to participate in
agricultural product markets without directly
trading physical goods in traditional markets
and assuming the associated risks. Instead,
investors can buy and sell agricultural products
in the form of commodity-based investment
funds, which provides a more accessible and
convenient avenue for investment. Feedback
trading is a broad term in finance that describes
the behavior of a specific type of trader whose
investment  decisions are influenced by
historical price movements. This is played out
by traders abandoning their own information
and following that of the crowd—buying (or
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selling) concurrently, as a result investors
follow the same signal. The practice of
feedback trading is founded upon the belief that
previous price sequences accommodate
discernible and recurrent patterns, which, if
successfully identified, can be profitably
exploited by assisting investors in predicting
future price trends. The remainder of the paper
is organized as follows. Section 2 briefly
reviews the related literature and previous
studies whit feedback trading. Section 3
describes the materials and methods. Section 4
presents and discusses the main experimental
results and robustness checks. Finally, Section
5 presents the discussion and conclusions.

Literature review

Feedback trading arises when investors
extrapolate previous price patterns. Positive
feedback trading entails trading in the direction
of the previous patterns—buying when prices
rise or selling when prices fall. Negative
feedback trading, in contrast, which is also
referred to as a contrarian strategy, involves
trading in the opposite direction of the previous
price patterns — buying when prices fall or
selling when prices rise (Kallinterakis and Leite
Ferreira, 2007). For example, when the return
of an asset is positive (negative) in the previous
period, traders will buy (sell) that asset in the
next period only considering the positive
(negative) return of the previous period. The
premise of both these strategies is that the prices
maintain some sort of inertia as directional
trends tend to persist over long periods of time
(Farmer and Joshi, 2002). Positive feedback
trading is considered particularly destabilizing
as it drives prices away from their intrinsic
values and contributes to substantial volatility.
In contrast, negative feedback trading is largely
viewed as stabilizing as it should bring asset
prices back to their intrinsic value (Sentana and
Wadhwani, 1992). The notion that leveraging
past price patterns can be a lucrative trading
strategy contradicts the efficient market
hypothesis (EMH). The EMH posits that all
available information, including historical price
data, should already be incorporated into the
current share price. Therefore, according to

EMH, it is challenging to consistently profit
from exploiting historical price patterns, as the
market should have already adjusted for them.
The EMH rests on the assumption that most
investors are rational and as such, any irrational
behavior which drives the price away from its
intrinsic value will be arbitraged away rapidly
by rational investors. Feedback trading may
thus arise because of the irrational behavior of
many investors. However, the possibility has
also been expounded in the literature that
feedback trading may be consistent with
rational behavior (Charteris and Musadziruma,
2017).  Investors have been found to be
susceptible to certain behavioral biases
meaning that they may fail to correctly interpret
the market signals that they receive. Feedback
trading can arise through the joint presence of
the two factor: representativeness heuristic and
the conservatism bias. The former occurs when
an individual draws a conclusion about the
general population by overweighting a sample
of recent observations and consider it as
representative for its properties, while the latter
refers to the lagged response of investors to new
evidence (Barberis et al.,, 1998).
Overconfidence, which incorporates the self-
attribution and hindsight biases, has also been
linked with positive feedback trading. For
example, if an investor adopts a trading pattern,
and certain events subsequently validate the
effectiveness of that pattern, the investor might
understandably feel a sense of pride. This is
known as the self-attribution bias. Furthermore,
if the price continues to follow the same
trajectory, the investor may come to believe that
they accurately predicted this pattern, assuming
that others are now also following suit. This
phenomenon is referred to as the hindsight bias.
These biases can lead to more aggressive
trading, which can reinforce existing positive
feedback trading tendencies (Odean, 1999).
While less common, negative feedback trading
has also been linked with behavioral biases. For
example, the disposition effect, which refers to
the tendency of investors to hold on to shares
that have not performed well for too long and
sell shares that have performed well too
quickly, leads to a reversal of the price trend
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(Shefrin and Statman, 1985). Feedback trading
can also stem from rational speculation based
on expectations of price movements caused by
feedback traders. Rational speculators, with an
informational advantage, may try to exploit the
trading patterns of the feedback traders and
their susceptibility to behavioral biases. They
do this by initiating a trend based on the
available information before it becomes public
and then maintain the trend by trying to exploit
it. Effectively the rational speculators try to lure
feedback traders to chase a trend by mirroring
their behavior, to push prices up (or down), ride
the bubble and then sell (or buy) the share just
before its fundamentals are made available to
the rest of the market. In so doing, rational
investors will contribute to driving the price
further away from its intrinsic value (De Long
et al, 1990). Rational speculators who choose to
use their informational advantage to profit from
mispricing, without having instigated the trend
in the first place, may also give rise to feedback
trading. There are rational traders who trade on
share fundamentals and are thus able to
estimate any deviation of a share price from its
intrinsic value. In such cases, these traders may
decide to take advantage of this informational
advantage by utilizing threshold-based trading
rules to enter or exit the market. These
thresholds enable the traders to exploit the
mispricing up to the point where it is profitable
for them to do so. This is often associated with
the employment of stop-loss orders and
portfolio insurance strategies and can be
justified on the grounds of minimizing
transactional costs (Farmer and Joshi, 2002).
These strategies lead to sell decisions during
market declines thus directly leading to
feedback trading (Antoniou et al., 2005). That
a portfolio insurance strategy can be entirely
rational if an investor is risk averse. In such a
case, a reduction in the price of a risky asset,
caused by an exogenous factor, can lead to a
larger reduction in the demand for that share
(Sentana and Wadhwani, 1992).

Feedback trading is often considered a
specific instance of herding behavior. Herding
involves individuals aligning their actions with
those of others. In the stock market context, this

manifests as traders disregarding their own
information and instead following the crowd,
leading to simultaneous buying or selling
actions. Consequently, investors tend to follow
the same trading signals, contributing to
herding behavior in the market. In the case of
positive feedback trading, that signal is the
lagged previous return. The two concepts,
however, may be manifested simultaneously.
That is, if investors engage in positive feedback
trading, then a trend may be amplified if other
investors choose to imitate their peers and herd
on that trend. Conversely, if herding dominates
then this will give rise to a trend in the market
and those who wish to join the herd will be
engaging in positive feedback trading
(Kallinterakis and Leita Ferreira, 2007). The
law of one price and the no-arbitrage argument
suggest that the price of a basket of securities,
such as an ETF, should be equal to the sum of
its components’ prices (Defusco et al., 2011).
The price of an ETF in the market is determined
based on supply and demand, known as the ETF
market price. This price is not necessarily equal
to the NAV of an ETF, and according to the
market conditions, perspective of traders and
value of underlying asset, it can be traded more
or less than NAV. Establishing these conditions
lead to the creation of price deviation and miss
pricing, which provides the opportunity for
arbitrage motive to rational speculators
(Cherry, 2004). Several studies have been
conducted regarding the price deviation and
miss pricing of ETFs. For example, can be
mentioned the study of Engel and Sarkar
(2006), Dewvil (2008), Johnson (2009), lvanov
(2013), Charteris et al. (2014), Purohit and
Malhotra (2015), Dorfleitner et al. (2016) and
Mallika and Sulphey (2018). In each of the
mentioned studies, various factors related to the
miss pricing have been mentioned, this has been
fundamentally  attributed to the non-
synchronicity in trading between these ETFs
and their underlying assets. According to
Kallinterakis et al. (2020), the main factor in
creating feedback trading in ETF is price
deviation between the ETF and NAV. The
existence of constant price deviation in ETFs
leads to arbitrage opportunity, which requires
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the simultaneous trading between the ETF
market and the underlying asset. This issue
cannot be applied to international ETFs whose
trading market is outside the domestic borders,
which do not have much overlap in trading
hours. Wagner et al. (2022) studied feedback
trading on US mutual fund in period (1995-
2019). Results showed that return seasonality is
due to unanticipated fund flow driven by
uninformed (flow-motivated) retail investor
trading. Active funds indicate flow-induced
price pressure with a corresponding reversal of
the effect, while passive funds suggest feedback
trading instead. Karaa et al. (2021) studied
feedback trading in Bitcoin using data from the
period (2013-2019). Results demonstrated that
feedback trading in the Bitcoin grows stronger
at higher frequencies, for periods of higher
sentiment and volume, and during hours
corresponding to the trading hours of major
Western stock exchanges. Charteris and
Kallinterakis (2021) analyzed feedback trading
in gold bullion coin market on South Africa for
the March 1996 — August 2019 period. Positive
feedback trading is present for the full sample
period, before and during the crisis, interacting
significantly with a variety of factors related to
Krugerrand’s pricing, yet dissipates post crisis,
likely due to enhanced foreign demand that
catapulted the coin’s value, rendering it less
easy to trade for South African retail investors.
Kallinterakis et al. (2020) investigates whether
feedback traders are active in US-listed country
ETFs? Using a sample of nineteen country
ETFs for the 2000-2019 window, they find that
there are feedback trades in many of them,
especially those targeting Asia-Pacific markets.
A notable trading point is the broad feedback
reported in the vast majority of country ETFs
on days when there are successful
premium/discount predictions, the fact that the
country ETF premium/discount contains Useful
information based on their trading dynamics.
Chen and McMillan (2020) investigated the
relationship  between illiquidity, feedback
trading and stock returns for several European
markets using data (2006-2017) during the
financial crisis and sovereign debt. The study
results suggest that when price changes are

more observable, due to low liquidity, then
feedback trading increases. Therefore, during
the crisis periods that afflicted European
markets, the lower levels of liquidity prevalent
led to an increase in feedback trading. Thus,
negative liquidity shocks that led to a fall in
stock prices were exacerbated by feedback
trading. Da Costa et al. (2019) presented the
results of a study on investor behavior in ETF
markets using data for (2003-2012) in a sample
of fifteen ETFs contracts in Brazil, South
Africa, Korea, Mexico and India, as well as
three ETFs contracts in the U.S. market. Their
empirical analysis suggests that there is
evidence of feedback trading in emerging
markets such as Brazil, South Korea, Mexico
and India, while there is no such evidence for
the U.S. market. The results are consistent with
the view that developed markets investors are
prone to pursue fundamental driven investment
strategies, while emerging markets investors
appear to have informational guided behavior.
Kyrkilis et al. (2018) studied feedback trading
for three size-based stock portfolios of Athens
Stock Exchange along with the short-term
return dynamics during the Greek debt crisis
period. Results showed positive feedback
trading is an important component of the short-
term return movements across the three stock
portfolios  receives  significant  support.
Moreover, the volatility interdependence, both
in magnitude and sign, is almost similar across
the three models. Finally, bad news originating
from the portfolio of small stock appears to
have a higher impact on the volatility of large
and medium size stock returns than good news
during the Greek debt crisis period. Kuttu and
Bokpin (2017) examined feedback trading in
the markets of Ghana, Kenya, Nigeria and
South Africa using weekly data for (1996-2015)
window. They identified positive feedback
trading on the South African market, with this
trading more pervasive during market declines,
with negative feedback trading dominant on the
other markets. However, they attributed the
finding of negative feedback trading to non-
synchronous data rather than the reflection of
contrarian traders in the markets.

By reviewing previous studies, specified that
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feedback trading in financial markets is great
importance as one of the behavior patterns of
traders. Using the Sentana and Wadhwani
(1992) model and a data set of Iran Saffron
ETFs from January 2021 to November 2022,
this paper attempts to address the by estimating
the feedback trading behavior of Saffron ETF
investors.

Materials and Methods

Feedback trading will be evidenced by
autocorrelation in asset returns meaning that
there is time dependency in returns — the return
in the current period will be correlated with the
previous period return. However feedback
strategies are not commonly used by all
investors, because the impact of feedback
trading will be more complex than simple time
dependency in the first moment of the series.
The level of asset return, which indicates
autocorrelation, is influenced by the return
fluctuations, which indicates the level of risk in
the market. An increase in volatility will give
rise to an increase in the demand for assets by
feedback traders and as such, feedback traders
will have a greater effect on the share price,
resulting in stronger autocorrelation in returns.
In contrast, when volatility is low, the demand
for shares by feedback traders will be low
leading to lower autocorrelation. Secondly, the
sign of autocorrelation depends on the type of
feedback traders in the market, with positive
feedback trading leading to negative serial
correlation in returns while the opposite is true
for negative feedback trading (Sentana and
Wadhwani, 1992).

Sentana and Wadhwani (1992) model
assumes the interaction of two groups of traders
in the market. The first group consists of smart
money investors, who maximize their expected
utility, and second group comprises of feedback
traders, who trade on the premises of previous
return of ETF. Smart money investors rely on
ETF principles and foundations and their
behavior is characterized by risk aversion. The
demand for ETF by the first group (smart
money) investors in period t, is consistent with
the maximization of expected mean-variance
utility and can be given as follows:

Et_1 (g —a)
Que = % (1)

In Eq. (1), where Qy, IS represents the
fraction of stocks demanded by these investors,
r, ETF return in period t, E,_; is the
expectation in period t — 1 of the ETF's return
1¢, In period t, a is the risk-free return, 0 is the
time-invariant coefficient of risk-aversion and
52 is the conditional variance (proxying for
risk) at period t. The demand for ETF by the
feedback traders is conditioned on the previous
period’s return as shown by:

Q2 = V-1 (2)
where Q, . is the fraction of ETF demanded
by these traders. As Eq. (2) suggests, feedback
traders base their trades on the previous period's
return, with the direction of their trades varying,
depending on whether they positive. In
addition, the coefficient y may be the sum of
positive and negative feedback. For the market
to be in equilibrium, all ETFs must be held, in
which case, that's mean Q,; + Q,, =1 and
combining this with Egs. (1) and (2) yields the
equilibrium condition:
E,_i1e = a— yr_106¢ + 057 3

In Eq. (3), term — yr._,; 852 shown while its
signal will depend on the signal of the feedback
trading term y, wherein positive feedback
trading will have a negative autocorrelation,
and vice versa. Assuming r, = E,_jr, + &,
substituting (1) and (2) into (3) and rearranging
gives:

e = a— yr,_,108% + 05% + & (4)

However, autocorrelation can be the result of
both inefficiencies in the market (such as, for
example, thin trading) as well as feedback
traders and Eqg. (4) does not allow us to
disentangle between the two possibilities. To
that end, Sentana and Wadhwani (1992)
suggested the following ad hoc empirical
specification of Eq. (5):
= a+08+ (@ + 0,61+ & (5

Eq.(5) — which dub as basic model -
distinguishes ~ between  the part of
autocorrelation due to market inefficiencies

(denoted by @,) and that due to feedback
trading (denoted by @, ), which @, = —0y
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significantly positive (negative) values for @,
will denote the presence of negative (positive)
feedback trading. If @, < O, it suggests the
presence of positive feedback trading while
negative feedback trading would be associated
with @, > 0. This equation shows that the first
order autocorrelation of returns varies with the
level of risk in the market, 62, and in the case
that positive feedback trading is present, this
will lead to negative autocorrelation in returns.
To assess the presence of leverage effects in
volatility, the conditional variance (52) in all of
the above equations follows an asymmetric
GJR-GARCH specification:
6f = w + Bef+A 8¢ +nle_q8f4 (6)
where e2, and &2, are the previous
period’s squared shock and conditional
variance  respectively, o captures the
asymmetric response of volatility following
positive and negative innovations and I;_; is a
binary variable equal to one if £,_; < 0 or zero
otherwise. If » > 0 negative shocks increase
volatility more than positive shocks of the same
magnitude then the leverage effect is said to be
present.

The data used in this paper include the daily
observations of the closing prices and NAV
values of two available Saffron ETF in IME.
The data covers the period! between January
3th, 2021 and November 21th, 2022 and has
been obtained closing prices from Tehran
Securities Exchange Technology Management
Co (Tsetmc) and NAV from Fipiran, with the
observations from both databases matched. The
WInRATS 8.0 and Excel software was used,
daily continuously compounded returns for the
ETF series were then calculated as Eq. (7):

Ry = log(P; — Pr-1) (7)
Also, Eqg. (8) is used to calculate ETF price
deviation from its NAV:

1- The start trading of Novira and Saharkhaiz ETFs is
2021/01/03 and 2021/01/20 respectively. The beginning
of the time period is 2021/01/03.

Pi— NAV;
NAV;

x 100 (8)

Results and Discussion

As mentioned in introduction, it was stated
that currently only two saffron ETFs are traded
in the IME. Table 1 presents some statistics on
each ETF's percentage price deviation from its
NAYV contingent on their sign (premium, if the
sign is positive; discount, if it is negative).

The average percentage deviation of ETFs'
prices from their NAVs is negative for both
ETF, denoting that Saffron ETFs traded on
average at a discount during the full sample
period. The negativity of the average price
deviation means that Saharkhaiz and Novira
trade 19.9% and 21.5% less than their NAV,
respectively. During the review period, the
amount of discounts of Saharkhiz ETF is -10.90
percent and Novira ETF is -7.07 percent. In this
period, the average deviation of the positive
price of Saharkhiz ETF is 3.94% and Novira
ETF is 1.91%. This shows that when traders
favor Saffron ETFs, Saharkhiz ETF was traded
with a higher price deviation than Novira ETF.
Versus, Novira ETF has been traded with less
price deviation when traders are not lucky. In
total, Saharkhaiz and Novira ETFs have
sprayed 88 and 80% of their days with discount,
and 12 and 20% of their days with premium,
respectively. In total, Saharkhaiz and Novira
ETFs spent 88% and 80% of days with
discount, and 12% and 20% of days with
premium, respectively. These statistics show
that the traders of Saffron ETFs do not pay
attention to the NAV of this funds, or, their
NAYV has not been determined correctly, which
leads to a large price deviation in the market of
these funds. The historical changes of the price
deviation of Saffron ETFs are presented in Fig.
1.
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Table 1- Statistics on percentage price deviation from NAV

Average price Average Average % of days when ETF % of days when ETF
ETF deviation discount premium trades at trades at
(%) (%) (%) a discount a premium
Saharkhiz -9.19 -10.90 3.94 88.44 11.56
Novira -5.21 -7.07 191 79.57 20.43
Source: Research findings
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Figure 1- The historical changes of the price deviation of Saffron ETFs

Fig. 1. shows that on most days, both funds
have discount. The highest amount of discount
in Saharkhiz ETF is more than 35%. In the case
of Novira ETF, this digit is more than 18%.
Also, the highest premium in Saharkhiz ETF is

more than 11% and in Novira ETF is 11%.
Table 2 provides a series of descriptive
statistics (mean, standard deviation, skewness
kurtosis, Jarque-Bera normality test) pertaining
to the log-differentiated returns of both ETFs.

Table 2- Descriptive statistics of Saffron ETFs

- ETF
Statistics Saharkhiz  Novira
Mean 0.14090 0.0992
IStandard deviation 2.2994 2.3051
Maximum 8.9384 8.9160
Minimum -8.8317 -9.5865
Skewness 0.5487 0.3027
Kurtosis 2.4363 2.2659
Jarque-Bera 126.1345  96.4905
Prob 0.0000 0.0000
Observations 424 421

Source: Research findings

Table 2 shows that during the reviewed
period, Saharkhaiz ETF has provided its
investors with a higher return than Novira ETF.
The average return of Saharkhiz ETF is more
than 0.14%, while this digit for Novira ETF is
less than 0.10%. Both ETFs have positive
skewness, which indicates the number of
productive days compared to the number of
days with positive returns. Also, the kurtosis of
both ETFs is less than 3, which means that their
distribution is shorter than the normal

distribution. To examine the stationarity of
Saffron ETFs, the Augmented Dickey-Fuller
(ADF) unit root test has been used. The null
hypothesis of this test is the existence of a uint
root in ETF returns. If in this test, the computed
value is greater than the critical value, the null
hypothesis is rejected. Table 3 shows the results
of ADF test statistic. According to the results, it
is clear that the return of both Saffron ETFs in
the level and whit existence intercept and trend
are stationarity.
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Table 3- Results of unit root test on Saffron ETFs (ADF)

ETF Test type

Test level

t-statistic  Test critical values  Prob

Saharkhiz ~ Trend and intercept Level
Novira  Trend and intercept Level

-14.92 -3.42 0.0000
-14.86 -3.42 0.0000

Source: Research findings

ARCH test should be used to examine
whether changes in ETF's current return depend
on changes in the previous period or not. ARCH
test is about the constant or variable variance of
the error term. Before anything, it is necessary

to perform the ARCH test on the variance of the
error term. The ARCH tests the null hypothesis
that no ARCH effects exist in the series and that
it is an independently distributed series, the
Results of ARCH test are given in Table 4.

Table 4- Results of ARCH test on Saffron ETFs

ETF F-statistic

5,WIF LM =nR>? LM

Saharkhiz 54.27
Novira 99.45

0.0000 48.29 0.0000
0.0000 62.41 0.0000

Source: Research findings

According to the results of ARCH test in
Table 4, the hypothesis of the existence of
ARCH effects in the return of saffron ETFs
cannot be rejected. As a result, both Saharkhiz
and Novira ETFs have conditional

heteroskedasticity. Now, according to the
above results, the main model of Sentana and
Wadhwani (1992) is estimated. The results of
the estimation of the main model are indicated
in Table 5.

Table 5- Parameter estimates for mean model with variance model GJR-GARCH

Parameter estimates for mean Model

variance model Parameter estimates for

ETF a 9 0. o B A n
Saharkhiz  -0.085 0.052 -0.085  0.620 0.680 0.320 0.000 0.000
Prob (0.542) (0.551)  (0.886) (0.867)  (0.024)  (0.297)  (0.663)  (0.607)
Novira  -0.076 0.030 0191  0.005 0.411 0.767 0.140 0.025
Prob (0.723) (0.525)  (0.062) (0.714)  (0.002)  (0.000)  (0.002)  (0.692)

Source: Research findings

According to results of Table 5, the
volatilities of both ETFs do not respond
significantly to news, with this response being
symmetric in all cases, as the coefficient of n
is always insignificantly. This means that
positive and negative news have a uniform
effect in increasing or decreasing the volatility
in the return of Saffron ETFs. @, denoting the
presence of feedback trading and it is not
statistically significant for any of the Saffron
ETFs. As a result, there is no evidence of
feedback trading in Saffron ETFs, this means
that the traders of this asset do not follow a
specific pattern based on their previous return.
Despit a formal market with full overlapping
for the underlying assets, Saffron ETFs
investors do not notice about the difference

between ETFs' market prices and their NAVs
and they trade only based on the supply and
demand mechanism and market conditions.
This is consistent with the results of Table 1
about the existence of a permanent price
deviation between each ETF and its NAV. This
findings are inconsistent with the findings of
Wagner et al. (2022), Karra et al. (2021),
Charteris and Kallinterakis (2021),
Kallinterakis et al. (2020), Chen and McMillan
(2020), Da Costa et al. (2019), Kyrkilis et al.
(2018) and Kuttu and Bokpin (2017). @,
indicates the existence of the return of ETFs
based on market inefficiency that is not
statistically significant for both ETFs, this
means that the Saffron ETFs market is efficient.
Due to the specificity of the underlying asset of



140  Journal of Agricultural Economics and Development Vol. 36, No. 2, Summer 2023

these ETFs as the most expensive spice in the
world, also, the food, medicinal and industrial
uses of saffron, its traders are a special part of
investors in the market which is not only based
on the previous return, rather they trade with the
analysis and review of fundamental
information. However, there are no Saffron
ETF trading in any market in the world and
Iran, as the largest producing country in the
world, has the first Saffron ETF market.

Conclusion

Commodity ETF are one of the types of ETF
that underlying assets are agricultural products,
energy or metals instead of stocks. Evidence on
the behavior of ETF traders has indicated that
they subscribe to feedback style strategies. The
objective of this paper is examine the feedback
trading in behavior investors of Saffron ETF in
Iran. For this purpose, daily data of two Saffron
ETF for January 3, 2021 - November 11, 2022
and Sentana and Wadhwani (1992) was used.
Examining the price deviation showed that
these ETFs are traded at a price lower than their
NAV on most trading days, and its traders do
not pay attention to this difference. This
situation shows the belief of most traders on the
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Abstract

Introduction
Export plays a crucial role

Export is a crucial driver of economic growth in various countries and significantly contributes to a country's
entry into global markets and enhances economic success. In developing countries such as Iran, economic and
social development programs prioritize the expansion of exports, particularly high value added agricultural
products. The growth in non-oil exports, such as dried fruits, and the entry of domestic producers into new global
markets have led to an increased demand for Iran's export products. This has also resulted in higher production
levels, increased employment opportunities, and higher value added in the related activities. To enhance export
performance, which is a crucial measure of a company's success in utilizing its resources and capabilities in the
international arena over a specific period of time, it is important to focus on improving marketing strategies and
specialized knowledge. Therefore, this research aims to examine the impact of marketing mix and specialized
marketing knowledge on the export performance of small and medium-sized enterprises (SMEs) involved in
exporting dried fruits in Mashhad, Iran in 2022. A total of 80 questionnaires were distributed among senior
managers, board members, and business managers of dried fruits SMEs using the available sampling method.
Structural equation modeling was employed for data analysis and test of research hypotheses. The statistical data
and structural equation modeling revealed that the joint impact of marketing mix and specialized marketing
knowledge has a positive and significant influence on export performance. In order to improve the company's
profitability, it is essential for senior managers and sales managers to recognize the significance of these two
factors and undergo relevant training to acquire the necessary skills. Moreover, managers should make effective
use of appropriate distribution channels to expand their exports. Simultaneously, they should consider adapting
product quality and packaging to align with the preferences of foreign buyers.

Keywords: Dried fruit, Export, Export performance, Marketing mix, Structural equation
JEL classification: C12, M30, Q13

public sectors. By increasing exports,

in enabling employment opportunities are created, social

companies to expand their sales and
profitability in the global markets. Achieving
exceptional performance in exports is an
importance objective for both the private and
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welfare is enhanced, and standards of living
could be improved. Moreover, it leads to higher
productivity,  income  generation, and
development of national industries (Bashir
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Khodaparasti et al., 2020). Despite the

significance of exports in a country's economy,
domestic and global restrictions and
environmental changes often pose challenges
for exporting companies. These challenges
necessitate long-term planning to overcome the
problems facing companies effectively.
International exporters must adopt long-term
strategies to ensure their participation in the
global market and ensure satisfactory profits
(Morgan et al., 2004).The export of non-oil
products, such as dried fruits, contributes
significantly to economic growth and
increasing value added through various ways in

some developing countries such as Iran. These
include attracting foreign exchange, stimulating
production, reducing average production costs,
capitalizing on economies of scale, and
leveraging the country's relative advantages
(Rahim Nia and Sadeghian, 2011). According
to statistics from 2019, in Iran, the total export
volume of non-oil goods (excluding luggage)
reached 113,189 thousand tons with a value of
34,861 million dollars. However, this
represents a decline of 15.41% in weight and
14.97% in value compared to 2018 (Islamic
Republic of Iran Customs Administration,
2020).

Table 1-Non-oil exports of goods (excluding luggage trade) during t 2016-2020 in Iran (Weight and Value)

Year The amount of export Percentage changes compared to the previous years
Weight*(thousand tons) 129892 38.32
2016 -
Value*(million dollars) 44042 3.80
2017 Weight(thousand tons) 132882 2.30
Valug(million dollars) 46982 6.68
Weight(thousand tons) 117961 11.22
2018 -
Value(million dollars) 44667 4.92
Weight(thousand tons) 133813 13.88
2019 -
Value(million dollars) 40669 7.26
Weight(thousand tons) 113189 1541
2020 -
Value(million dollars) 34861 14.97

Source: Iran Customs Administration, * Weight in thousand tons and Value in million dollars

Table 1 shows that non-oil exports have
experienced a significant decline during 2016-
2020 in Iran. This decline poses a threat to both
the private and government sectors in the
international market, ultimately leading to a
decrease in overall exports and declining
economic growth. In order to survive and
improve this condition of exports, the private
sector must embrace innovation, competition,
and creativity. The international economic
system relies much on the participation of the
private sector, with most economic activities
entrusted to them (Ahad Motlagi and Saifi Asl,
2017).

Furthermore, the food industry sector
(specifically dry fruits) have a great potential,
accounting for 11% of non-oil product exports
(Statistics of the Ministry of Agriculture Jihad,
2019).

Therefore, understanding the challenges

faced by small and medium-sized enterprises
exporting dry fruits is crucial for increasing
export volumes and export value of them.
Additionally, small and  medium-sized
enterprises (SMES) play a vital role in business
development and accessing global markets
(Bianchi and Wickramasekera, 2016). These

companies play a crucial role in global
economic growth, as they possess varying
levels of capital, workforce, number of
products, and financial turnover. However, they
also face with several challenges when it comes
to exporting. These challenges include financial
issues, an imbalance between the country's
industrial growth and international industrial
development, a lack of understanding of foreign
markets and global economic transformations,
as well as a lack of experience in international
affairs such as negotiation methods, contract
agreements, and legal matters. These
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challenges significantly impact the export
performance of these companies (Rahmany
Youshanlouei et al., 2016). For small and
medium-sized exporters, it is essential to have
a clear goal of connecting with the global
market and then determining the company's
objectives and strategies to achieve them. It is
important to note that export marketing goes
beyond simply finding buyers or importers in
the target country; it also involves effectively
implementing protocols outlined in a well-
structured plan to ensure success in global
markets (Nilipour Tabatabai and Ismailzadeh,
2014).

Export performance serves as a Vvital
indicator for measuring the success of a
company's export activities (Beleska and
Spasova, 2014). It refers to the extent to which
a company achieves its goals when exporting
products to foreign markets (Faryabi et al.,
2017). To achieve success in exporting and
competing in global markets, export companies
must fully utilize their resources and facilities
to establish a strong presence. The
measurement  of  export  performance
encompasses both quantitative and qualitative
variables (Qaldati and Movasagh, 2017).
Export performance is influenced by various
factors, including marketing mix, knowledge
management activities, export innovation, and
specialized  marketing  knowledge. The
marketing  mix  comprises  controllable
marketing variables that the company combines
to cater to the target market. Essentially, it
encompasses all the activities undertaken by the
industry or company to influence product
demand (Qudousi et al., 2014). The marketing
mix emphasizes the effective utilization of four
components: product, price, distribution, and
promotion (Mahmoudi et al., 2018).

Marketing knowledge management pertains
to a specific area of knowledge that relates to an
organization's marketing processes (Rahimpour
and Rohbakhsh, 2021). Hence, it has the
potential to impact the overall performance of
an  organization.  Specialized  marketing
knowledge plays a crucial role in various
aspects such as generating new ideas and
products tailored to individual customers,

understanding the target market and customer
preferences, building trust with customers,
reducing problem-solving time, and
implementing effective marketing strategies
(Karampour and Ebrahimi, 2014). Given that
enhancing export performance for companies
involved in international trade leads to currency
gains and improves the country's commercial
standing, it is essential to consider factors that
influence export performance. Therefore, this
research aims to investigate the factors that
contribute to improving the export performance
of small and medium-sized companies in the
dry food industry operating in foreign markets.
Additionally, within non-oil products, the food
industry  sector holds significant export
potential in Iran. In 2019, Iran's dried fruit
exports reached 776 thousand tons with a value
of 2036 million dollars according to statistics
from the Customs Organization of the Islamic
Republic of Iran. Khorasan Razavi province
alone contributes approximately 4.5% of the
country's dried fruit exports by weight, with
notable production capacities for products like
saffron (300.94 tons), pistachios (87437 tons),
raisins (357026 tons), and other dried fruits
(59000 tons) (Ministry of Agriculture Jihad
Statistics, 2019). The potential of the sector in
ensuring the country’'s commercial position in
international markets highlights the need for
further investigation. Previous research in this
field has overlooked important aspects such as
strategic ~ orientation,  specifically  the
"marketing mix" and "specialized marketing
knowledge." This study aims to address this gap
by examining and evaluating these dimensions.
The research focuses on small and medium-
sized companies in Khorasan-Razavi province,
known for its dry fruit production and export.
The study area is Mashhad city, which has a
significant number of active companies
involved in exporting these products.

Despite previous research on export
performance, international companies still
encounter challenges in this area (Faryabi et al.,
2019). Evaluating a commercial company's
success in exporting can be done by assessing
its performance and export function (Cavusgil
and Zou, 1994). Export performance refers to
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the outcomes of an organization's activities in
export markets (Sousa Carlos, 2005). In a study
conducted by Altern and Todran (2015), the
impact of customer orientation on export
performance was examined. The researchers
also  considered company  size  and
environmental uncertainties as additional
variables. The findings revealed that the
relationship between exporter’s customer
orientation and the customer's ability to pay is
fully explained by behavioral commitment and
communication. In another study by Ndiaye et
al. (2018), the performance of small and
medium enterprises (SMEs) in emerging and
developing economies was investigated. The
researchers examined indicators based on 80
potential factors derived from various aspects
such as company characteristics, finance,
informal factors, infrastructure, innovation,
technology, regulation, tax, trade, and labor in
SMEs. The data analysis results indicated that
the use of email for interactions with customers
or suppliers had a positive impact on annual
employment  growth for  medium-sized
companies but not for small companies.
Behzadnia and Sanoubar (2018) conducted a
research with a focus on entrepreneurial
companies exporting agricultural products from
Iran. The findings indicated that the impact of
marketing capabilities on a company's export
performance is not direct, but rather indirect
through the creation of competitive advantages.
It was found that marketing capabilities directly
influence competitive advantages, which in
turn directly affect export performance.
Sinkovics et al. (2018) conducted a study on
small and medium exporting companies,
revealing that export experience and
commitment reduce both domestic and foreign
export barriers for managers of SMEs based in
England. In another study Bakhtiari and
Bakhshandeh (2019) examined variables such
as export commitment, perceived market
distance, pre-export issues, and marketing mix
adaptation, all leading to export performance.
The results demonstrated a significant and
positive relationship between marketing mix
adaptation and export performance. Gupta and
Chauhan (2020) explored the environmental

factors influencing foreign trade in both
developing and developed countries. Their
results revealed that innovation, marketing, and
network capabilities have a positive impact on
the export performance of small companies.
Additionally, the research clarified the
significance of these capabilities in enhancing
export performance across various industries
for small and medium-sized enterprises.
Aghazadeh et al. (2020), examined the
influence of organizational factors such as
relationship quality, competitor orientation,
customer orientation, and market orientation on
export performance. They specifically focused
on the company's commitment to exporting.
Their findings indicated that three factors -
customer-centered approach, market-centered
approach, and competitor-centered approach -
were positively correlated with  export
performance. However, there was no
relationship  between quality and export
performance. Another study by Amoamoha and
Yazdani (2022), investigated the impact of
marketing capabilities on export performance.
The researchers also examined how
competitive strategy, positional advantage,
bilateral innovation, and marketing capabilities
interacted with each other. The results
demonstrated that strengthening marketing
capabilities and  leveraging  positional
advantage can enhance export performance.
Overall, both studies highlight the importance
of  innovation,  marketing  capabilities,
competitive strategy, and positional advantage
in improving the export performance of
companies. Mohammadi et al. (2019), showed
that marketing strategies of differentiation,
market development, and product development
had a significant positive effect on the export
performance of saffron companies in Iran.

The background review of the research
indicates that various factors, such as the
marketing mix and marketing strategies
significantly impact export performance.
Additionally, possessing specialized marketing
knowledge plays a crucial role in achieving
success and influencing the export performance
of companies. Given the significance of dry
fruit exporting companies in the realm of
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exports and the lack of sufficient studies and
research in the field of dry fruit export, this
study aims to examine the influence of two
important variables - marketing mix and
specialized marketing knowledge - on the
export performance of SMEs active on dry fruit
export in Mashhad in 2022.

Methodology and Data

This research focuses on analyzing the
factors that impact the export performance of
SMEs in Mashhad's food industry, specifically,
those involved in exporting dry food products.
The research was conducted in Mashhad city
and involved interviews and questionnaires to
establish relationships between variables. The
target population consisted of senior managers,
board members, and business managers from
SMEs engaged in the export of dry food
products in Mashhad. To ensure convenience
and maximize effectiveness, an availability
sampling method was employed. Out of the 87
active dry fruit export companies in Mashhad,
80 questionnaires were distributed among
senior managers and business managers.
Ultimately, 52 completed questionnaires were
returned and considered for analysis, while the
remaining questionnaires were disregarded due
to non-completion or non-return. The research
questionnaire consists of two parts: general
information and specialized information. The
questions in the questionnaire are presented in
a spectrum and multiple-choice format. The
hypotheses related to the impact of marketing
mix and specialized knowledge were tested
using Structural Equation Modeling (SEM).
The analysis and interpretation of the structural
equation model were conducted in two stages:
first, the measurement model was examined,
followed by the analysis of the structural model.
The measurement model aimed to assess the
weights and loadings of the underlying
variables, while the structural model focused on
examining the path coefficients between these
variables  (Fornell and Lacker, 1981).
Descriptive statistics were employed to analyze
demographic characteristics, while inferential
statistics were used for analyzing data at the

level of structural equation modeling. The
software tools utilized for data analysis were
SPSS 26 and Smart PIs3.

Data and variables

In order to assess the factorial validity of the
questionnaire, two statistical tests were
conducted: the KMO index and Bartlett's
significance test of sphericity. The findings are
presented in Table 2. The KMO index serves as
a measure of sampling adequacy, ranging from
zero to one. A value close to one indicates that
the data is suitable for factor analysis, while a
value typically below 0.5 suggests that the
factor analysis results may not be appropriate
for the given data. Both Bartlett's test and the
KMO index were used as indicators of
sampling adequacy, and the results indicate
favorable  levels for both  measures.
Specifically, all variables had KMO values
exceeding 0.5, and Bartlett's test yielded a
significance value below 0.05

Once the sample size was confirmed to be
appropriate, we proceeded to analyze the factor
loading of the items. Additionally, we assessed
the reliability of the questionnaire by
employing Cronbach's alpha coefficient. The
obtained values exceeded 0.7, indicating that
the measurement tool possesses the necessary
reliability. These results are presented in Table
3.

The first step in the structural equation
method involves evaluating the research
measurement model. This entails determining
whether the observed variables accurately
measure the theoretical concepts. To assess
construct validity, two measures are used:
convergent validity and divergent validity.
Convergent validity is confirmed when factor
loadings exceed 0.5 and the AVE index is
above 0.5. The AVE index ensures that at least
0.5% of the variance in a construct is accounted
for by the items used to define it. The results of
this index are reported in Table 4. Divergent
validity is established when the correlation
value between two variables is lower than a
specified threshold value. The results of this
index are reported in Table 5.
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Table 2- Results of confirmatory factor analysis of questionnaire items

Variable name Dimensions Object O%egﬁéfr?al KMO gﬁﬁﬂgg Ba:’;l;tt S
prol 0.884
ro2 0.895
Product BroS 0.895 0.817 0.781 0.000
pro4 0.860
pril 0.865
o Price B;:é gggg 0.778 0.728 0.000
Marketing mix prid 0.879
plal 0.820
Place pla2 0.675 0.691 0.748 0.000
pla3 0.751
Promotion promol 0.796
promo2 0.661 0.698 0.741 0.000
promo3 0.768
- knol 0.712
kno2 0.815
kno3 0.800
kno4 0.783
kno5 0.740
Marketin kno6 0.798
expertiseg kno7 0.722 0.924 0.758 0.000
kno8 0.722
kno9 0.818
knol0 0.719
knoll 0.736
knol2 0.734
performancel 0.837
Export - performance2 0.928
pergormance performance3 0.903 0.697 0.792 0.000

Source: Research findings

Table 3- Cronbach's alpha coefficient of the main research variables

Variables

Cronbach's alpha of the variables

Marketing mix
Marketing expertise
Export performance

0.968
0.971
0.862

Source: Research findings

Following the verification of convergent
validity and divergent validity, the research
measurement model was deemed valid.
Subsequently, after analyzing and confirming
the measurement model, the fit of the structural
model was evaluated. This evaluation
encompassed the examination of the second
stage of path analysis, which includes assessing

the coefficient of determination and the model
suitability index. Path analysis involves
studying relationships between variables in a
one-directional flow, represented by distinct
paths. The path diagram, as depicted in Fig. 1
and Fig. 2, illustrates potential causal links
between variables (Bakhtiari and Bakhshandeh,
2019).
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Table 4- Convergent validity results of the research

Variable name Obiject Operational burden  Statistics t Result AVE
Product 0.714 2.156 Meaningful
. . Price 0.714 2.156 Meaningful
Marketing mix Place 0.882 4517 Meaningful 0.624
Promotion 0.835 2.156 Meaningful
knol 0.854 20.429 Meaningful
kno2 0.908 26.703 Meaningful
kno3 0.89%4 19.477 Meaningful
kno4 0.883 17.973 Meaningful
kno5 0.857 17.744 Meaningful
. . kno6 0.889 19.028 Meaningful
Marketing expertise kno7 0.846 15627  Meaningful 07>
kno8 0.844 13.259 Meaningful
kno9 0.900 20.628 Meaningful
knol0 0.845 20.429 Meaningful
knoll 0.860 13.903 Meaningful
knol2 0.864 14.662 Meaningful
performancel 0.811 8.101 Meaningful
Export performance  performance2 0.936 12.281 Meaningful  0.791
performance3 0.916 12.541 Meaningful
Source: Research findings
Table 5- Divergent validity
Variables 1 2 3
Export marketing mix 0.790
Marketing expertise 0.225 0.781
Export performance 0.296 0.344 0.889
Source: Research findings
MM
s ¥ —~o0.714
8;;; i Marketing Mix
MMS 0:835
MMa \
0.393
\ performanc...
gg;; __’performanc...
A ﬂperformanc...

0432

Specialized marketing knowledge

Export performance

Figure 1- Conceptual model fitted in standard estimation mode
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Figure 2- Conceptual model fitted in the significance mode of parameters

Moving forward, this section discusses the
research hypotheses and their corresponding
tests. To confirm or reject these hypotheses, t-
Student's test statistic was utilized. If the t
statistic value exceeds +1.96, the hypothesis is
confirmed at a significance level of 0.05;
otherwise, it is rejected. The first main
hypothesis examines whether marketing mix
has a positive and significant impact on export
performance. The examination of this

relationship among SMEs exporting dried fruit
products in Mashhad reveals a coefficient of
effect between these two variables equal to
0.393 (as shown in Table 6). The t statistic for
this path coefficient is calculated as 2.179,
surpassing the critical value of 1.96.
Consequently, it can be concluded that this path
coefficient is significant at a significance level
of 0.05.

Table 6- Regression coefficient and significance of the effect of marketing mix and specialized marketing

knowledge on

export performance

Hypothesis Direct route Regression coefficient T Result
1 Export marketing mix —» Export performance 0.393 2.179  confirmation
2 Specialized marketing knowledge—» Export performance 0.432 5.04  confirmation

Source: Research findings

The second hypothesis states that specialized
marketing knowledge has a positive and
significant impact on export performance. The
study conducted in Mashhad on small and
medium-sized dry fruit exporting companies
reveals that the coefficient of effect between
specialized marketing knowledge and export
performance is 0.432, as shown in Table 6. The
t statistic value for this path coefficient is 5.04,
which exceeds the critical value of 1.96.

Therefore, it can be concluded that this path
coefficient is statistically significant at the 0.05
level of significance. Furthermore, both the
marketing mix hypothesis and the specialized
marketing  knowledge  hypothesis  were
confirmed at a 95% confidence level for testing
research hypotheses.

Conclusions and Suggestions
The purpose of this study was to examine the
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impact of marketing mix and specialized
marketing  knowledge on the export
performance of small and medium dry fruit
exporting companies in Mashhad, Iran. Two
hypotheses were tested regarding export
performance. The first hypothesis, which stated
that marketing mix components have a positive
and significant effect on export performance,
was supported by the results. In SMEs, the
marketing mix is a collection of tools that aims
to generate more profit for the company
compared to its competitors by utilizing an
innovative approach and combining price,
product, promotion, and place. The second
hypothesis, which suggested that specialized
marketing knowledge has a positive and
significant effect on export performance, was
also confirmed by the findings. Therefore, sales
managers are advised to utilize marketing plans
and  strategies  (specialized  marketing
knowledge) to increase sales and profitability.
These strategies are considered as new tools in
the strategic marketing planning process within
marketing management. Additionally,
managers should thoroughly analyze both the
internal and external environment, formulate an
appropriate strategy based on internal strengths
and weaknesses as well as external
opportunities and threats, and evaluate its
effectiveness accordingly (Sulaimanpur and
Valizadeh, 2012).

Based on the findings, the senior managers
and marketers of dry fruit exporting companies
in Mashhad are advised to take the following
actions: Recognizing the importance of the
regression coefficient (0.393) indicating the
impact of marketing mix on export
performance, it is recommended that
companies engage marketing and economics
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Abstract

Environment quality and its determinants are one of the main challenges of the present and future of humanity
and sustainable development is interpreted in the direction of preserving and improving the environment. In recent
years, many studies have been conducted on the factors affecting environmental quality. One of the main topics
that have been less considered in the related studies is the impact of governance on the quality of the environment.
In this study, the impact of good governance components, including economic freedom, trade freedom, and
political freedom, on the Environmental Performance Index (EPI) and its sub-indices including environmental
health, ecosystem vitality, and climate change is investigated. The data required for statistical analysis are related
to Middle East and North Africa region countries and Turkiye (MENAT) during 2000-2021. The panel data method
was used to estimate the model and examine the relationship between the variables. The findings show that there
is a positive and significant relationship between economic freedom and political freedom with the environmental
performance index (EPI), and there is no significant relationship between trade freedom and EPI. In addition, the
study found that economic freedom had a detrimental effect on ecosystem vitality and climate change, leading to
negative impacts in these areas. However, it had a positive impact on environmental health, indicating that it
contributed positively to this aspect. On the other hand, political freedom was observed to have a positive effect
on the vitality of the ecosystem and climate change. However, it did not have a significant impact on the overall
health of the environment, suggesting that its influence was more prominent in specific areas related to ecosystem
vitality and climate change. The result of this research showed that economic freedom has led to more investment
in the oil and gas sector of MENA countries, and therefore wastewater and gas emissions have had a negative
impact on the vitality of the environment and climate change, but with the increase in production and sales of oil
and Gas, per capita income of countries has increased, and environmental health has improved. Also, considering
that political freedom among the MENA region has a lot of diversity, the results showed that the countries with
more political freedom, through greater awareness of the society and more accountability of the governments and
the establishment of environmental protection laws, had a positive impact on the environment. Of course, the
environmental health index is more influenced by the economic situation and per capita production of countries
and political freedom has little effect on it.
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Introduction

One of the most important issues that have
been investigated in recent decades is the
quality of the environment. In fact, the
environmental problems that have occurred in
the past several decades and their effects on
economic performance have been resulted in
investigation of factors affecting the destruction
of the environment (Rapsikevicius et al., 2021;
Olasky et al., 2019; Pourali et al., 2019). The
longevity of general environmental indicators,
which serve as markers for assessing
environmental quality, typically does not
extend beyond two decades. Prior to this period,
many environmental analyses primarily
focused on key indicators, such as CO2 levels,
as well as the pollution of water and soil. About
three decades ago, efforts to build an index that
covers various aspects of the environment and
can get a general view of the state of the
environment at any point in time were put on
the agenda of scientific institutions (Hsu and
Zomer, 2016).

One of the most successful efforts in this
field has been the design and calculation of the
Environmental Performance Index (EPI) for
different countries, which has been carried out
by Yale and Columbia universities with the
collaboration of the European Commission
Research Center since 2000. By using 40
indicators in 11 different environmental fields,
this index has been able to have one of the most
comprehensive attitudes towards the categories
of the environment performance. The purpose
of calculating this index is to provide a
quantitative measure for evaluating the
environmental performance of different
policies. This index is a weighted average of 22
performance indicators in 40 policy groups,
including the environmental burden of diseases,
air pollution (effects on human health), water
pollution (effects on the ecosystem and effects
on human health), water resources (effects on
the ecosystem), biodiversity and animal and
plant habitats, changes in forestry, changes in
fishing, changes in agriculture, and changes in
climate  (Wolf et al, 2022). The
comprehensiveness of this index compared to
CO; and SO or air pollution levels or climate

changes have helped to test the effects of
different policies more accurately (Hsu and
Zomer, 2016; Wolf et al., 2022). After the
introduction of EPI, finding the factors that
affect this index and the performance of the
environment has become important among the
experts of various sciences and economists
have also discussed the economic factors
affecting EPIl. Among the economic factors
investigated, some influential variables exhibit
complex and non-linear effects on the
Environmental Performance Index (EPI). For
instance, as per Kuznets' hypothesis, both Gross
National Product (GNP) and per capita income
tend to have a negative correlation with EPI at
lower income levels, while at higher income
levels, this correlation becomes positive.
Additionally, variables like the share of the
agriculture sector in Gross Domestic Product
(GDP), the level of the Human Development
Index (HDI), the ratio of urbanization, and
energy consumption intensity can exert diverse
effects on environmental quality under varying
conditions. These effects may differ depending
on specific contexts and circumstances.
(Filimonova et al., 2020; Lotfalipour et al.,
2010; Shahabadi et al., 2017). However, one of
the most important variables whose effects have
been studied on various sectors, including the
environment, is freedom. During the last
decades, economists have examined freedom
from different aspects and have shown the
effects of its types such as political freedom (are
included political rights and civil liberties),
economic freedom (are included property
rights, government integrity, government
spending, business freedom, labor freedom,
investment freedom, financial freedom, ...),
and trade freedom (a composite measure of the
absence of tariff and non-tariff barriers that
affect imports and exports of goods and
services) on the quality of the environment and
its different sectors (Rapsikevicius et al., 2021;
Carlsson and Lundstrom, 2003; Sart et al.,
2022).

Moreover, the effects of different types of
freedom on the quality of the environment have
not been investigated in detail and the effects of
different types of freedom have been presented
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in different countries and regions with
sometimes inconsistent results and
interpretations  (Filimonova et al., 2020;
Prathibha and Beck, 2018). Therefore, it is
necessary to test the effect of different aspects
of freedom on variables such as the
environment in different regions and at
different times so that the results are more
reliable. In addition, although there have been
studies on the relationship between various
types of freedom, such as political freedom,
economic freedom, and trade freedom, with
environmental indicators, the impact of all
aspects at the same time has been less
discussed. In fact, considering the synergies
that different freedoms have on each other,
which is caused by the intellectual system
governing different countries, the results can be
more valid if they are examined at the same
time.

The MENAT region (the countries of the
Middle East and North Africa region including
Algeria, Bahrain, Egypt, Iran, Jordan, Kuwalit,
Lebanon, Morocco, Oman, Qatar, Saudi
Arabia, Tunisia, United Arab Emirates and
Turkey) can be used as a model of the same
structure and different attitudes due to some
characteristics such as the relative possession of
an ideological structure (Islam) and of course
with different perceptions in the field of
different freedoms; So, they are similar to each
other in terms of the dependent variable. In
addition, the presence of rich natural resources,
especially oil resources, in these areas and
different environmental effects, increases the
need for environmental studies in this area
(Farzanegan and Markwardt, 2018). For
examples in 2018 the MENA region emitted 3.2
billion tonnes of carbon dioxide and produced
8.7% of global greenhouse gas
emissions despite making up only 6% of the
global population. These emissions are mostly
from the energy sector, an integral component
of these economies due to the
extensive oil and natural gas reserves that are
found within the region. Also this region is one
of the most vulnerable to climate change. The
impacts include increase in drought conditions,
aridity, heatwaves and sea level rise (Global

Carbon Atlas, 2020; Rana Alaa et al., 2017).

In this context, this study's significant
contribution lies in its comprehensive
examination of the impacts of various forms of
economic, political, and trade freedoms, as
assessed through indicators provided by
international organizations, on the
environmental performance of MENAT
(Middle East, North Africa, and Turkey)
countries, all in a single analysis. This research
offers valuable insights to policymakers,
enabling them to make informed decisions
aimed at fostering a healthier and more
sustainable environment. In fact, the main goal
of this study is to investigate the effects of
economic, political, and trade freedoms of the
MENAT countries on the quality of their
environmental performance.

According to the data structure and the goal
of the study, the panel data approach has been
chosen to investigate the research problem.
Therefore, a review of the theoretical
foundations of the research and a literature
review will be carried out to determine the
theoretical relationship between the
independent variables of the research with EPI.
Then by introducing the research variables, the
structure of the research model is determined.
Next, with appropriate tests, the optimal model
is estimated, and the obtained results are
analyzed.

While numerous studies have previously
explored the individual effects of different
types of freedom on environmental
performance and climate change, this study
seeks to contribute to the discourse by
simultaneously analyzing the combined impact
of various freedoms in the MENAT region.
This region is particularly significant due to its
involvement in various environmental issues.
Moreover, this research extends its
investigation to examine how these freedoms
affect the sub-indexes of environmental
performance, thus providing a more
comprehensive  understanding  of  their
influence.
theoretical

Literature review and

background
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Although many studies have been conducted
in the field of the relationship between freedom
and the environment in recent years, most of
these studies have examined the impact of
certain types of freedom on the specific
indicators of the environment such as CO:
emission, air pollution, and climate change. In
the following, the impact of each type of
freedom on the environment is discussed and
some of the most important experimental
studies conducted in this field are also
mentioned.

Economic freedom is one of the types of
freedom that significantly impacts
environmental quality, and it has been the
subject of investigation in numerous studies.
The effects of economic freedom are often
regarded as intermediary variables in economic
theories, and they manifest their influence on
the environment through various mechanisms.
These mechanisms include the enhancement of
income levels, income distribution, institutional
quality, incentives, and overall efficiency.
Consequently, economic freedom plays a
pivotal role in shaping environmental outcomes
and sustainability. (Carlsson and Lundstrom,
2002; Babaki and Elyaspour, 2021; Miller et
al., 2022; Magnani, 2000; Bernauer and Koubi,
2013). Moreover, economic freedom is a
combination of indicators of property rights,
judicial quality, government honesty, the share
of government spending in the economy,
financial health, monetary freedom, labor
market freedom, business freedom, financial
freedom, commercial freedom, Investment
freedom and financial freedom (Miller et al.,
2022).

In the economic literature, various channels
through which economic freedom impacts the
environment have been examined. These
channels are often categorized based on
different dimensions of economic freedom and
provide insights into how economic freedom
can influence environmental outcomes. The
first path is known as efficiency. Here,
economic freedom leads to the creation of more
efficient and competitive markets, and due to
the more efficient use of resources, the quality
of the environment improves (Carlsson and

Lundstrom, 2002; Chang and Wang, 2012;
Wood and Herzog, 2014; Rapsikevicius et al.,
2021). Among these, we can mention more
efficient use of energy resources, which leads to
less emission of pollution. However, in the
meantime, the importance of the general aspect
of the environment and the external effects of
production should not be neglected, and the
importance of transparent environmental
regulations should also be taken into
consideration (Carlsson and Lundstrém, 2002).

The second chanel mentioned for the impact
of economic freedom on the environment is the
structure of property rights. In fact, in a free
economic environment, the security of capital is
provided, and property rights are recognized, so
long-run investments like environmental
investments increase because usually they are
profitable in the long run. Therefore, the quality
of the environment improves. Norton (1998)
clearly shows the positive effect of property
rights on the quality of the environment
(Norton, 1998). In addition to the mentioned
classical paths, a new path for the effect of
economic freedom on the quality of the
environment has recently been noticed in
economic literature. It is stated that in a free
economic and competitive environment,
economic  enterprises are looking for
production methods with the lowest cost and
the highest profitability and are constantly
innovating for the optimal use of resources.
This improvement in productivity leads to more
efficient use of resources and reduces the
pressure on the environment. While in the first
path, the efficiency of the markets and the
optimal use of resources are emphasized, this
new path is based on the motivation of
economic enterprises to increase efficiency
according to recent developments in
environmentally friendly technologies. In
addition, in the recent decades, green and
environmentally friendly technologies have
grown significantly, which can lead to a higher
quality of the environment (Berggren and
Bjarnskov, 2021; Bjgrnskov, 2020).

Some empirical studies also confirm the
relationship between economic freedom and
environmental quality. For example, Chang &
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Wang (2012) investigated the effect of
economic freedom and income on CO:;
emission using panel data approach and
concluded that increasing freedoms (monetary
freedom, trade freedom and financial freedom)
after a certain level of income, decreases
environmental pollution (Chang and Wang,
2012). Wood and Herzog (2014) also
investigated the relationship between economic
freedom and air quality and show that although
this relationship is positive in the long run, in
the short-run economic freedom may also have
a negative effect on CO. emission (Wood and
Herzog, 2014). Adesina and Mwamba (2019)
using a panel model for 24 African countries
during 1996 to 2013, show that increasing
economic freedom (with sub-indices of trade
freedom, business freedom, and financial
freedom) increases the quality of the
environment (Adesina and Mwamba, 2019).
Babaki and Eliaspour (2021) also examined the
relationship between economic freedom and
CO2 emissions in OPEC countries during 1996-
2014 and concludes that economic freedom has
a positive effect on the quality of the
environment and reducing CO2 emissions
(Babaki and Eliaspour, 2021). One of the latest
research projects in this field is the study of
Rapsikevicius et al. (2021) about the impact of
economic freedom on environmental quality in
European countries. This research also
confirms the complexity of the results in this
field and the different effects of economic
freedom on the quality of the environment.
They propose an optimal level of economic
freedom up to which the effects of freedom on
the environment quality are positive
(Rapsikevicius et al., 2021).

Political freedoms and the quality of
governance have also been addressed by
empirical works as driving force of
environmental quality. Political and social
freedoms and governance quality affect the
environment through several channels, some of
which are positive while others may affect
adversely, and its final effect must be tested in
different regions and times.

The first path for the positive effect of
political freedom on the quality of the

environment was proposed by some researchers
such as Schultz and Crockett (1990) and Payne
(1995), who consider freedom of information
and political rights to increase awareness,
especially environmental awareness, and this in
turn leads to better environmental laws. Indeed,
the free flow of information facilitated by
political and social freedom plays a crucial role
in  increasing  public  awareness  of
environmental issues. Additionally, political
freedom empowers citizens to choose their
government  representatives, who  are
responsible for addressing environmental
concerns and responding to public sensitivities
in this regard. In countries without political
freedoms, information dissemination is often
censored, making it difficult for information
about environmental degradation to reach the
community level. Furthermore, the absence of
accountability and responsibility on the part of
authorities in such environments regarding
environmental destruction leaves citizens with
limited power to effect change. They are unable
to influence policies and procedures related to
environmental preservation, as their ability to
alter the situation is constrained (Schultz and
Crockett, 1990; Payne, 1995). Also, in a free
and democratic government, in terms of the rule
of law, the authorities are forced to follow
environmental laws and implement them, while
in dictatorial countries, legal requirements are
usually not met (Weiss and Jacobsen, 1999;
Gleditsch and Bjorn, 2003).

In addition, in some studies, such as
Congleton (1992), other paths are also
mentioned for the impact of political freedom
on the environment. He states that in the
absence of political freedoms and with
dictatorial governments, leaders show strong
resistance to maintaining their systems and
therefore may use many resources even
inefficiently to put pressure on the people not to
change their systems. In such cases,
environmental laws are wusually ignored
(Congleton, 1992).

However, in contrast to the mentioned
studies, there are also other studies that show
that democracy not only does not lead to the
improvement of the environmental quality but
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may also accelerate the process of its
destruction.  For  example, since the
environment is a public good, when there are
political freedoms, people may ignore the
environment and put excessive use of resources
on their agenda (Hardin, 1968). It is also stated
that in democratic systems with political
freedom, the financing of elections is usually
done by capitalists who seek to maximize their
profits as quickly as possible and due to the
slow return of environmental investments, the
environment and related laws usually are not
prioritized. On the other hand, in free and
democratic political systems, the priority of the
governments is the concerns of the voters and
when the livelihood level of the people in the
society is not at an acceptable level, the
economic needs are given a higher priority than
the environment quality and therefore the
quality of environment may even decrease
(Jafariparvizkhanlou, 2020).

To empirically examine the above theories,
several studies have been conducted, some of
the most important of which are mentioned
below. Li and Reuveny (2006) investigated the
relationship  between  democracy  and
environmental degradation in 143 countries
during 1961-1997 using the panel data method.
They show that democracy has a negative effect
on the processes of destruction of
environmental indicators such as carbon
dioxide emission, nitrogen dioxide emission,
deforestation, land destruction and water
pollution, and the increase of democracy leads
to the improvement of the environment and its
indicators (Li and Reuveny, 2006). Also,
Bernauer and Koubi (2009) in the research
titled “effects of political institutions on air
quality” by examining 107 cities from 42
countries with the panel data method,
concluded that democracy has a direct effect on
air quality and government size plays the most
important role (Bernauer and Koubi, 2009).
Callejas (2010) also used panel data approach
to investigate the relationship between
democracy and CO2 emissions among Latin
American countries and concluded that
improving the state of democracy and
expanding economic freedoms leads to

improving the quality of the environment
(Callejas, 2010).

Farzanegan and Markwardt (2012) also
studied MENA countries using panel data
method and concluded that the improvement of
democratic conditions and the increase of
political freedoms led to the improvement of
the quality of the environment in these
countries and freer institutions have had the
greatest impact on its improvement
(Farzanegan and Markwardt, 2012). Joshi and
Beck (2018) show the impact of political and
economic freedoms on the environment by
dividing countries into developed (OECD) and
underdeveloped (non-OECD). They conclude
that none of the kinds of political freedoms
affect CO2 emissions (Joshi and Beck, 2018). In
fact, as can be seen here, despite the fact that
most studies show a positive relationship
between political freedom and the quality of the
environment, this relationship is not determined
and requires more studies in different times and
places.

Another type of freedom that affects
environmental quality is trade freedom. It can
also affect the quality of the environment in
different aspects and ways, which are
mentioned in the economic literature and are
briefly discussed here.

One of the first channels discussed for the
impact of trade freedom on the environment is
the displacement hypothesis. According to this
hypothesis, international free trade in terms of
goods and capital causes the transfer of
polluting industries from countries with
restricting environmental laws to countries with
weaker environmental laws. In fact, when a
developing country becomes freer in terms of
trade, the more pollution it will suffer as
environmental policies become stricter in
developed countries (Copeland and Taylor,
1995; Dinda, 2004; Harrison, 1996). The
pollution haven hypothesis is also modeled by
Copeland and Taylor (1994) in the same
direction. This hypothesis states that weak
environmental laws are the cause of
comparative  advantage for  developing
countries and multinational companies that
produce environmentally polluting goods tend
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to move the factories that produce these goods
to developing countries with  weak
environmental laws. Obviously, this reduces
the quality of the environment in developing
countries with low per capita income (Copeland
and Taylor, 1995; Dinda, 2004).

Here, another path  that affects
environmental quality is the race to the bottom.
Based on this, relatively stricter laws in
developed countries increase the relative costs
of production in these countries compared to
developing countries. Therefore, at least a few
producers of polluting industries in developed
countries have found the motivation to relocate
and the transfer of capital abroad increases. The
result of this is the motivation of the
government to reduce environmental standards
and reduce the quality of the environment
(Mani and Wheeler, 1998).

Along with these paths, which have almost a
contradictory effect (improving the quality of
the environment in developed and high-income
countries and reducing the quality of the
environment in developing countries), there are
also channels for the positive impact of free
trade on the quality of the environment. For
example, the diffusion of technology theory
states that the diffusion of knowledge and the
transfer of technology resulting from free trade
can affect the quality of the environment in two
ways. First, with the advancement of
technology and its transfer, the production
processes of goods will require smaller amounts
of environmental inputs and less pollution will
be released. Secondly, improving technology
will lead to increased efficiency, productivity,
waste recycling and reducing pollutants, which
means a cleaner environment (Reppelin-Hill,
1999). As a summary of the role of trade
freedom, it can be stated that there are generally
two views in this field. The first view states that
free trade can deteriorate the quality of the
environment in various ways such as increasing
the size of the economy, increasing the
production of polluting goods and export-
oriented policies that destroy resources (Adkins
and Garbaccio, 2007; Lee and Roland-Holst,
1997). The second view believes that trade
freedom through effects such as the diffusion of

technology and more efficient use of resources
lead to the improvement of the environment
quality (Dinda, 2009; Antweiler etal., 2001). In
addition to freedom and its sub-indices, other
important variables such as per capita income
and the human development index (HDI) also
affect the quality of the environment which
have been mentioned in the related literature
(Stern, 2018; Pourali et al., 2019; Zhang and
Zhijie, 2022; Magnani, 2000; Bjgrnskov,
2020).

The most important factor that has been
examined in several studies is per capita
income. This issue is discussed in the form of
the inverted U curve or the Kuznets
environmental curve. According to this theory,
in the early stages of growth and low per capita
incomes, priority is given to the process of
industrialization and more production and
employment, and low technology and not
giving priority to the environment causes
economic enterprises to be wunable and
unwilling to protect the environment. In this
scenario, as per capita income increases, there
is often a negative impact on environmental
quality initially. However, in the subsequent
stages of economic growth and further
increases in per capita income, the environment
begins to garner more attention and importance.
At this stage, technological advancements tend
to expand, environmental regulations become
more stringent, and the awareness and
sensitivity  of society's citizens toward
environmental issues increase. Consequently,
economic growth and higher per capita income
levels are associated with improvements in
environmental quality. In recent years,
numerous empirical studies have explored this
subject using various approaches, shedding
light on the complex relationship between
economic development, income levels, and
environmental outcomes (Filimonova et al.,
2020; Lotfalipour et al., 2010; Shahabadi et al.,
2017; Magnani, 2000; Bjernskov, 2020; Dinda,
2004; Stern, 2018). In addition to GDP per
capita, other indicators such as HDI, energy
intensity, Percentage of people in the large
cities, arable lands and agriculture, forestry and
fishing value added are also considered as
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control variables in the modeling framework.
Increasing the level of education and life
expectancy and as a result HDI has increased
people's awareness and desire to live longer,
which will also have a positive impact on the
quality of the environment (Pourali et al., 2019;
Zhang and Zhijie, 2022). But besides the
theoretical justifications of each variable, the
most important reason for using these variables
is the positive correlation of these variables
with the environmental performance index, and
it is emphasized in the 2022 EPI report as well
(Wolf et al., 2022).

Model

Study Design

In this study, the applied data relates to
countries in the Middle East and North Africa
region with Turkey (MENAT) include:
(Algeria, Bahrain, Egypt, Iran, Jordan, Kuwait,
Lebanon, Morocco, Oman, Qatar, Saudi
Arabia, Tunisia, United Arab Emirates and
Turkey) during 2000 to 2021 have been
extracted through the relevant time series data.
There are no complete data series in other
countries of the region (such as Syria, Iraq,
Palestine, Sudan, and Yemen). The
environmental performance index data is
extracted from the EPI website, which was
prepared by the EPI research team at Yale
University and Columbia University; The data
of economic, political, and commercial

freedoms were extracted from the website of
the Heritage Foundation and the data of other
variables were extracted from the website of the
World Bank.

Based on theoretical foundations, the
estimated model is as equation (1):

EPI =
f(EF,TF,PF,GDP,GDP?, Arableland,
PLC ,Exportindex, Agrivalue,
Energy, HDI) (1)

The independent variables include economic
freedom (EF), trade freedom (TF), and political
freedom (PF) and control variables include
GDP per capita (constant 2015 in thousand
dollars), arable land (% of land area),
Percentage of people in the large cities (PLC),
Export value index' (2015= 100), Agriculture,
forestry and fishing value added (constant 2015
in billion dollars), Energy intensity (Energy)
and human development index (HDI).

The environmental performance index (EPI)
as a dependent variable is prepared based on
various data and information. EPI is composed
of two components, ecosystem vitality and
environmental health, both of which comprise
several sub-indexes. These indicators show the
situation of different countries between 0 and
100 from the worst to the best. Table 1 shows
the share of each of the mentioned indicators in
the main EPI index.

Table 1- Environmental Performance Index

Ecosystem Vitality 0.6 Environmental Health 0.4
Climate Change 0.24 Air Quality 0.2
Biodiversity & Habitat 0.15 Sanitation & Drinking Water 0.16
Ecosystem Services 0.06 Lead exposure 0.02
Fisheries 0.06 Controlled solid waste 0.02
Pollution Emissions 0.03
Agriculture 0.03
Water Resources 0.03

Source: EPI website

According to the Heritage Foundation report
in 2020, Economic freedom based on 12
quantitative and qualitative factors that they are

1- Export values are the current value of exports (f.0.b.)
converted to U.S. dollars and expressed as a percentage
of the average for the base period 2015.

grouped into four broad categories, or pillars, of
economic freedom:
1. Rule of Law

(property  rights,
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government integrity, and judicial
effectiveness)

2. Government Size (government
spending, tax burden, fiscal health)

3. Regulatory  Efficiency (business

freedom, labor freedom, monetary freedom)

4. Open Markets (commercial freedom,
investment freedom, financial freedom)

Each of the twelve economic freedoms
within these categories is graded on a scale of 0
to 100. A country’s overall score is derived by
averaging these twelve economic freedoms,
with equal weight being given to each.

Political freedom is based on two qualitative
factors: PR stands for political rights, CL stands
for civil liberties, and Status refers to freedom
status. PR and CL are measured on a one-to-
seven scale, with one representing the highest
degree of Freedom and seven the low. (Heritage

Foundation 2020).

Data Collection

The descriptive characteristics of the series
of environmental factors are shown in Table 2.
In the case panel: the climate change index has

improved since 2010 in most countries, while it
has decreased in previous years; The index's
mean is the least in Oman (14.4) and the
greatest in Tunisia (44.3); for Iran, it stands at
34.1. The index's mean is the least in Morocco
and Egypt (10.5), while the highest values are
observed in the UAE, Qatar, and Kuwait (21.7);
for Iran, it stands at 16.1. The mean ecosystem
vitality index has remained stable, with no
significant changes observed. Notably, this
index's mean value is lowest in Oman (12.6),
while the highest mean values are observed in
Saudi Arabia and Egypt (22.4); for Iran, the
mean stands at 20.6. And finally, the EPI is
increasing with a gentle slope; the lowest mean
is related to Morocco (27.1) and the highest to
Kuwait and UAE (40.5); and about Iran (36.7).
In general, the means and medians of these
factors are less than 50 and thus in this region
has not had a good situation in terms of
environmental indicators. Also, the factor of
climate change has the highest level of
dispersion. The discrepancy can be attributed to
the fact that some countries in the region export
oil and gas, while others do not.

Table 2- Descriptive statistics of the Environmental factors

Climate Change Ecosystem Vitality  Environmental Health EPI
Mean 31.33 30.95 43.14 35.83
Median 30.93 30.49 43.67 36.11
Maximum 59.08 49.52 59.12 52.39
Minimum 6.34 16.40 19.99 23.60
Std. Dev. 11.21 6.69 9.56 5.50

Source: research findings

The descriptive characteristics of the series
of freedom factors are shown in Table 3. In the
case panel: The index of economic freedom of
countries has changed in a limited range; the
lowest mean of this index is related to Iran
(44.1) and the highest to Bahrain and UAE (72).
With the exception of Iran, Morocco, and
Tunisia, the trade freedom index experiences
minor fluctuations. Iran's trade freedom index
has decreased since 2005. The mean value of
this index is observed to be the least in Tunisia
and Iran (54.5), whereas the highest mean value
is noted in Turkey and UAE (80.5). A lower
political freedom index indicates that the state

of political freedom is better in countries.
According to the mean of this index, the
political freedom situation of Turkey (3.9) is
relatively good and the situation of Saudi
Arabia (6.9) is not good. And the mean of
political freedom index in Iran is (6).

In general, the means and medians of factors
trade and economic freedom are more than 50
and for political freedom are more than 3.5.
Therefore, economic freedom almost exists in
these countries, but political freedom is limited.
Also, trade freedom is more dispersed than
economic freedom.
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Table 3- Descriptive statistics of the Freedom factors

Trade freedom

Economic freedom

Political freedom

Mean 71.01
Median 75.80
Maximum 86.60
Minimum 27.20
Std. Dev. 12.85

61.46 5.29
62.20 5.50
77.70 7.00
35.90 2.00

8.22 0.97

Source: research findings

Methods

In general, panel data models can be
estimated using three different methods: (a)
with a common constant; (b) allowing for fixed
effects; and (c) allowing for random effects
(Asteriou and Hall, 2021).

The common constant method (also called
the pooled OLS method) of estimation presents
results under the principal assumption that there
are no differences among the data matrices of
the cross-sectional dimension (N). In other
words, the model estimates a common constant
a for all cross-sections (common constant for
countries).

Yie = a+ BXi + uy
)

In the fixed effects method the constant is
treated as group (section)-specific. This means
that the model allows for different constants for
each group (section). Thus, the model is similar
to that in Equation (3):

Yie = a; + BXye +uye
@)

The fixed effects estimator is also known as
the least squares dummy variable (LSDV)
estimator because, to allow for different
constants for each group, it includes a dummy
variable for each group. Where the dummy
variable is the one that allows us to take
different group-specific estimates for each of
the constants for each different section. To do
this, the standard F-test can be used to check
fixed effects against the simple common
constant OLS method. The null hypothesis is
that all the constants are the same
(homogeneity), and that therefore the common
constant method is applicable:

Hp: 0y =a, == ay
(4)

The F-statistic is:

2 _p2 _
— (RFEZ' RCC)/(N 1) "’F(N _ 1, NT —
(1-Rfg)/(NT-N-K)

N — k) 5)

where RZ. is the coefficient of
determination of the fixed effects model and
RZ is the coefficient of determination of the
common constant model. If F-statistical is
greater than F-critical we reject the null
hypothesis.

An alternative method of estimating a model
is the random effects model. The difference
between the fixed effects and the random
effects method is that the latter handles the
constants for each section not as fixed but as
random parameters. Hence the variability of the
constant for each section comes from:
a; =a + 791' (6)

Where v; is a zero mean standard random
variable.

The random effects model therefore takes
the following form:

Yie = (@ +v;) + B Xir + BoXoie + - +
BrXkie + uih (7)

Yie = a + B1Xqit + BoXoir + - + B Xkir +
(Vi + uy)

The Hausman test is formulated to assist in
making a choice between the fixed effects and
random effects approaches. Hausman (1978)
adapted a test based on the idea that under the
hypothesis of no correlation, both OLS and
GLS are consistent, but OLS is inefficient,
while under the alternative OLS is consistent
but GLS is not. More specifically, Hausman
assumed that there are two estimators 3, and j;
of the parameter vector g and he added two
hypothesis-testing procedures. Under H,, both
estimators are consistent but f, is inefficient,
and under H,, B, is consistent and efficient, but
B, is inconsistent. The Hausman test uses the
following test statistic:
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H = (BFE _ BRE)’[var(BFE) _
var(BFF)] " (BFE — BREY~x? (k) (8)

If the value of the statistic is large, then the
difference between the estimates is significant,
so we reject the null hypothesis that the random
effects model is consistent and use the fixed
effects estimator. In contrast, a small value for
the Hausman statistic implies that the random
effects estimator is more appropriate.

Results and Discussion

Before estimating the effects of
explanatory variables on dependent variable,
some tests are necessary. First, to avoid any
spurious regression problems, the Levin—Lin—
Chu test is used for the stationary status of the
variables. In Table 4, the results of Levin—Lin—
Chu stationary tests for all variables are
reported.

Table 4- The results of the Levin-Lin-Chu stationary test of variables

EPI -3.84617

Climate Change -2.94746
Ecosystem Vitality -2.77643
Environmental Health -6.92879
Trade freedom -3.24249
Economic freedom -3.64791
Political freedom -3.20266

HDI -3.95767

GDP per capita -2.31476
Energy intensity -2.14671
Export index -1.40807
Arable land -1.67169
Agriculture value added -1.94055
People in the large cities -6.81148

Source: research findings

The null hypothesis in the Levin—-Lin—Chu
test is that all panels (each time series) contain
a unit root. According to the results of Table 2,
all variables are stationary. Another important
test is the collinearity test, which should not
exist between explanatory variables. The

results of the correlation between explanatory
variables are reported in Table 5; it shows that
there is no strong correlation between the
explanatory variables and therefore there is no
collinearity problem.

Table 5- Partial correlation between explanatory variables

EF 1.000
TF 0.552  1.000
PF 0.089 -0.055 1.000
GDPPER 0454 0339 0151 1.000
ARABLELAND -0.342 -0.208 -0.568 -0.368
ENERGY 0.097 0.051 0376 0.269
EXPORTINDEX 0.006 0.288 0.053  0.065
AGRIVALUE -0.491 -0.127 -0.038 -0.333
PLC 0.264 0.287 -0.123 0.226
HDI 0478 0578 0.324  0.520

1.000

-0.466  1.000

-0.103  0.120  1.000

0504 -0.175 0.052  1.000

-0.282 0.072 -0.007 -0.296 1.000
-0441 0471 0335 -0.157 0.283 1.000

Source: research findings

Then, in order to determine the pool or panel
regression model, first the model is estimated
by assuming fixed effects for the cross-section
and then by assuming random effects. The F
and AZ statistics for the cross-sectional fixed
effects test are reported in Table 6; the p-values
of these statistics are less than 0.05, and

therefore the null hypothesis is rejected, which

means that there are cross-sectional fixed
effects. Furthermore, the null hypothesis
favoring random effects is rejected when

considering the A2 statistic derived from the
Hausman test. Consequently, the results of
these tests indicate a preference for the fixed
effects model over the random effects model.
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Table 6- fixed and random effects test for the cross section

Model: Effects Test Statistic d.f Prob
Model(1) Cross-section F 27.620  (13,283) 0.0000
dependent variable:  Cross-section Chi-square  252.329 13 0.0000
EPI Cross-section random 75.206 11 0.0000
Model(2) Cross-section F 25.910 (13,283) 0.0000
dependent variable: ~ Cross-section Chi-square  241.477 13 0.0000
Ecosystem Vitality Cross-section random 80.212 11 0.0000
Model(3) Cross-section F 114.348 (13,283) 0.0000
dependent variable: ~ Cross-section Chi-square  564.571 13 0.0000
Environmental Health Cross-section random 58.187 11 0.0000
Model(4) Cross-section F 12.539  (13,283) 0.0000
dependent variable:  Cross-section Chi-square  140.112 13 0.0000
Climate Change Cross-section random 26.225 11 0.0060
Source: research findings

The heteroskedasticity and autocorrelation
tests for cross-sections are two other important
pretests that results are reported in Table 7. The
null hypothesis of homoskedastic residuals is

rejected and so the weighted least squares
method is used to estimate the model. Also, null
hypothesis for no cross-sectional dependence in
residuals has been accepted.

Table 7- Heteroskedasticity and autocorrelation tests

Effects Test Test Statistic  Prob

- LR 102.469  0.0000

(1) dependent variable: EPI Pesaran CD  1.383  0.1715

S - LR 125.317  0.0000

(2) dependent variable: Ecosystem Vitality Pesaran CD  1.215 02241

- . LR 256.134  0.0000

(3) dependent variable: Environmental Health Pesaran CD  -0.020 0.983

S LR 69.363  0.0000

(4) dependent variable: Climate Change Pesaran CD  0.220 0825
Source: research findings

In the literature review, the relationship
between the environmental performance index
(EPI) with economic freedom, trade freedom

theoretically. In this section, the relationships
between these variables are estimated
empirically using the panel EGLS (Cross-

and political freedom was explained section weights) method (Table 8).
Table 8- The relationship between freedom indices and EPI
Variable Coefficient  Std. Error t-Statistic Prob.
C -16.79234 5.614745 -2.990757 0.0030
EF 0.076646 0.036299 2.111515 0.0356
TF -0.012537 0.015937 -0.786669 0.4321
PF -1.155912 0.240977 -4.796764 0.0000
GDPPER -1.207823 0.182860 -6.605189 0.0000
GDPPER"2 0.009673 0.001761 5.493442 0.0000
ARABLELAND 1.421587 0.201828 7.043576 0.0000
ENERGY -1.190653 0.182257 -6.532815 0.0000
EXPORTINDEX -0.004576 0.004597 -0.995505 0.3203
AGRIVALUE 0.234323 0.043451 5.392817 0.0000
PLC -0.117141 0.040479 -2.893843 0.0041
HDI 79.02078 5.922493 13.34249 0.0000
R-squared 0.876191 Mean dependent var 40.21629
Adjusted R-squared 0.865692 S.D. dependent var 11.80128
S.E. of regression 2.529768 Sum squared resid 1811.122
F-statistic 83.44944 Durbin-Watson stat 1.395140
Prob(F-statistic) 0.000000

Source: research

findings
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The results of Table 8 show that the effect of
variables EF, PF, HDI, GDPPER, GDPPER? ,
ARABLELAND, ENERGY, AGRIVALUE,
PLC, HDI are significant; versus TF and
EXPORTINDEX are not significant.
Furthermore, there is a negative relationship
between PF and EPI. However increasing the
amount PF means that the level of political
freedom decreases. Therefore, there is a
positive relationship between the level of
political freedom and the environmental
performance index. The positive effect of
political freedom on environment quality was
mentioned in other studies such as Schultz and
Crockett (1990), Payne (1995), Bernauer and
Koubi (2009), Callejas (2010) and Farzanegan
and Markwardt (2018). They believe that
information transparency and political rights
increase people’s environmental awareness and
lead to the creation of strong laws to protect the
environment. On the other hand, in a free
society, legislators are forced to obey
environmental laws and implement them.
While in non-free societies, public interests are
usually not considered (Weiss and Jacobsen,
1999), (Gleditsch and Bojren, 2003).

Also, according to Table 8, there is a positive
and significant relationship between economic
freedom and EPI. The existence of this
relationship confirms that economic freedom
leads to the creation of more efficient and
competitive markets and the efficient allocation
of resources, especially energy. Therefore, the
quality of the environment increases with more
economic freedom (Bjegrnskov, 2020; Bernauer
and Koubi, 2013; Carlsson and Lundstrom,
2002, Carlsson and Lundstrom, 2003).

The results of the test show that the

GDPPER coefficient is positive, but the
GDPPER? coefficient is negative. This means
that the relationship between GDPPER and EPI
is nonlinear and concave up; So that first the
relationship between two variables is negative
and then this relationship becomes positive. In
other words, in the early stages of economic
growth and development, governments destroy
the country's environment by putting pressure
on resources; And after achieving a high level
of GDP per capita, they are forced to protect the
environment under the pressure of the people,
so EPI improves. This behavior of people is
reminiscent of Maslow's Hierarchy of Needs
theory. Arableland, Agrivalue and HDI have
positive and significant effects on EPI; The
percentage of arable land and the added value
of the agricultural sector can be considered as
indicators of the greenness of a country, and the
increase of these indicators leads to more
vitality of the environment and more EPI; Also,
HDI's analysis says that increasing the level of
education and life expectancy increases
people’'s awareness and their desire to live
longer and as a result increases EPI. In other
words, the development process leads to an
increase in EPI. ENERGY and PLC variables
have a negative and significant effect on EPI.
That means, the high percentage of
urbanization and high intensity of energy
consumption destroy the environment and
reduces EPA. Considering that the EPI consists
of two sub-indices of ecosystem vitality and
environmental health, it seems to be useful to
examine the effect of different variables on
these two sub-indices of EPI. The findings are
shown in Table 9.
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Table 9- The relationship between freedom indicators with the two main parts of the EPI

Ecosystem Vitality environmental health
Variable Coefficient  t-Statistic Prab. Coefficient  t-Statistic Prab.
C -17.33364  -2.020353 0.0443 -10.04794  -3.187619 0.0016
EF -0.174396  -2.970772 0.0032 0.118307  5.280003 0.0000
TF -0.030553  -1.379472 0.1688 0.027774  2.367326 0.0186
PF -1.442733  -4.233040 0.0000 -0.464451  -2.969286 0.0032
GDPPER -1.695221  -6.022341 0.0000 -0.765578  -8.642286 0.0000
GDPPER"2 0.012905 4.823034 0.0000 0.007271  8.002754 0.0000
ARABLELAND 1.783956 6.136939 0.0000 0.575283  3.954426 0.0001
ENERGY -1.925284  -6.464283 0.0000 -0.130763  -1.409455 0.1598
EXPORTINDEX -0.015763  -2.154678 0.0320 0.013688  5.734019 0.0000
AGRIVALUE 0.192201 2.750032 0.0063 0.335222  10.77642 0.0000
PLC -0.152546  -2.323312 0.0209 0.034005  1.487019 0.1381
HDI 79.99291 9.030053 0.0000 78.70543  22.66482 0.0000
R-squared 0.768181 R-squared 0.981429
Adjusted R-squared 0.748521 Adjusted R-squared 0.979854
F-statistic 39.07406 F-statistic 623.1675
Prob(F-statistic) 0.000000 Prob(F-statistic) 0.000000
Durbin-Watson stat 1.398999 Durbin-Watson stat 1.166517

Source: research findings

Comparing the coefficients of the variables
in Tables 8 and 9 shows that the impact of PF,
GDPPER, Arableland, Agrivalue and HDI
variables on environmental health, ecosystem
vitality and EPI Indicators are the same.
However, there are some differences in other
cases.

Political freedom has a positive and
significant effect on both EPI and the
ecosystem vitality index, but its effect on the
index of environmental health is insignificant.
Legal and social pressures for environmental
protection increase in society with political
freedom and it leads to improvement of the EPI
and environmental vitality index, but the per
capita income index is more important in
improving the environmental health index. In
some countries of the MENA region, such as
the UAE, Saudi Arabia, and Qatar, which have
high per capita income and low democracy, the
environmental health index has a favorable
situation.

Economic freedom index have a positive
effect on the environmental health index, but it
has a negative effect on the ecosystem vitality
index. It seems that the economic growth
resulting from economic freedom leads to the
improvement of the health status of the society
and the increase of the environmental health
index; On the other hand, economic growth in
the initial stages requires more use of natural

resources; Over-harvesting of resources
destroys the environment and reduces the
vitality ecosystem index.

Trade freedom has a positive relationship
with the environmental health index, but it has
no significant relationship with the ecosystem
vitality index. It is interpreted that trade
freedom improves the living conditions and the
health status of the society, but the effect of
trade freedom on the vitality index of the
ecosystem is neutralized by the mutual effects
of export and import. In order to increase
exports, resources are used inappropriately, and
on the other hand, imports lead to the optimal
allocation of resources, and it reduces the
country's need to produce items that do not have
an advantage.

Also, the findings of Table 9 show that
percent of the population in the largest cities
and energy intensity have a contradictory effect
on the EPI; So that Increasing urbanization and
energy availability improve environmental
health (such as Access to comfort facilities and
equipment, safe drinking water and municipal
sewage system), But instead they disturb the
ecosystem.

Climate change index is another important
component of the EPI. In recent decades, the
trend of climate change and the destructive
consequences of this phenomenon on the planet
has increased significantly. This incident has
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led to the issue of climate change becoming an
important concern for human society. The

effect of explanatory variables on climate
change index is reported in Table 10.

Table 10- The relationship between freedom indices and climate change

Variable Coefficient  Std. Error t-Statistic Prob.
C -85.41610 14.99948 -5.694604 0.0000
EF -0.273672 0.111626 -2.451686 0.0148
TF -0.024835 0.041797 -0.594193 0.5529
PF -2.619629 0.729369 -3.591639 0.0004
GDPPER -1.428173 0.442175 -3.229882 0.0014
GDPPER"2 0.012296 0.004529 2.715083 0.0070
ARABLELAND 3.345552 0.562087 5.952022 0.0000
ENERGY -1.660298 0.515555 -3.220408 0.0014
EXPORTINDEX -0.073566 0.013106 -5.613338 0.0000
AGRIVALUE 0.274953 0.136838 2.009340 0.0455
PLC -0.702250 0.127117 -5.524436 0.0000
HDI 131.8315 15.86835 8.307829 0.0000
R-squared 0.680745 Mean dependent var 36.43914
Adjusted R-squared 0.653670 S.D. dependent var 18.00642
S.E. of regression 7.566972 Sum squared resid 16204.32
F-statistic 25.14325 Durbin-Watson stat 1.375525
Prob(F-statistic) 0.000000

Source: research findings

The findings show that the variables of
political freedom, Arable land, Agrivalue and
HDI have a positive and significant effect on
climate change index. These findings are
compatible with the studies of Callejas (2010),
Rana Alaa et al. (2017), Filimonova et al.
(2020) and Babaki and Elyaspour (2021).
These relations are interpreted as follows:
Increasing awareness, transparency, rule of law
in society (through political freedom) reduces
the negative external consequences of
greenhouse gas emissions. The percentage of
arable land and the agriculture value added are
indicators for the greenness and mildness of the
climate, which lead to the improvement of the
quality of the climate. HDI index, education
increases people's awareness and attention to
health and the environment, and therefore they
put pressure on the government to create laws
and regulations to protect the environment. And
finally in developed countries with high HDI,
society is more sensitive to climate quality and
therefore the pressure of public opinion leads to
the prevention of high emissions of greenhouse
gases. According to the model coefficients
showed in Table 10, there is a negative and
significant relationship between FE, GDP per
capita, Energy intensity, Export index and PLC
with climate change. These relationships can be

interpreted as follows: Economic freedom tends
to boost domestic production and attract foreign
direct investment (FDI), thereby promoting
economic development. However, in the
specific context of this study area, FDI
predominantly occurs in the oil and
petrochemical industries. As a result, one
negative consequence of this economic activity
is an increase in air pollution and greenhouse
gas emissions. Moreover, in line with the earlier
discussion, the process of industrialization in
developing countries often yields a paradoxical
effect. This means that the shift from traditional
production methods to modern ones leads to an
increase in GDP per capita, urbanization,
exports, and energy consumption. However, it
also places significant pressure on natural
resources, contributes to environmental
degradation, and results in higher emissions of
pollutants.

Conclusion

According to the theory, political, economic
and commercial freedoms are factors affecting
the environmental performance index (EPI). In
this study, the relationships between variables
were experimentally tested using data from 14
countries in the MENAT region during the
years 2000-2020. To control other influencing
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variables, variables of GDP per capita, Human
Development Index, urban population ratio,
export ratio, value added ratio of agricultural
sector and energy intensity were entered into
the model. And the final model was estimated
by panel data method.

The results of the estimations show that
political freedom has a positive and significant
effect on EPI, ecosystem vitality and climate
change index. However political freedom does
not have a significant effect on the
environmental health index. Therefore, the
existence of political freedom in society causes
the awareness and action of the society against
the destruction of the environment, and it also
increases the efficiency of environmental
policies and regulations, and ultimately
improves the quality of the environment and
reduces pollution. In general, the existence of
democracy leads to good governance, which
can lead to the protection, maintenance, and
preservation of the environment as a public
good. However political freedom has no
significant effect on improving environmental
health. In this case, GDP per capita growth is a
more important factor in improving health
infrastructure such as safe drinking water and
sewage system.

Moreover, the estimation results show that
economic freedom has a positive and
significant effect on EPI and environmental
health index; and it has a negative and
significant effect on the ecosystem vitality
index and climate change index. Economic
freedom leads to the development of businesses
and GDP per capita growth, and according to
Kuznets' theory, it improves the EPI and the
environmental health index. However more
economic growth due to the improvement of the
business environment in competitive conditions
may increase the use of resources significantly.
Although it is expected that by creating a
competitive environment, the consumption of
resources especially energy, will be saved and
used efficiently, but this does not happen
because energy (through subsidies) is provided
at prices much lower than the global prices in
most countries of this region. Therefore, the
necessity of saving and efficient allocation of

fossil fuels is not felt less by consumers and
producers. Also, economic freedom facilitates
investment platforms for foreign investors, thus
increasing foreign direct investment (FDI) in
the country. However foreign investment is
mostly done in the oil and gas sector and related
industries because there are abundant reserves
of oil and gas in MENA countries and
ultimately through the creation of effluents and
emissions of gases lead to water, soil and air
pollution. Therefore, they degrade the
indicators of ecosystem vitality and climate
change. It seems that economic freedom has an
improving effect on the previous indicators in
developed countries through more efficient
allocation of resources.

The study's findings indicate that there is no
significant relationship between trade freedom
and the Environmental Performance Index
(EPI), ecosystem vitality, or climate change.
However, a positive and significant relationship
exists between trade freedom and the
Environmental Health Index. From a
theoretical standpoint, trade freedom is
associated with several positive effects. It can
lead to improved allocation of domestic
resources, facilitate technology transfer, and
promote the transition from older, polluting
industries to cleaner ones. Consequently, this
can contribute to an overall enhancement in
environmental quality. However, it's worth
noting that some argue that trade freedom might
lead to the relocation of polluting industries
from wealthier countries to host countries,
potentially resulting in environmental harm to
the latter. The statistical findings of this study
suggest that trade freedom in MENA countries
has not had a detrimental impact on the
environment. It's important to consider that
many countries in this region are both oil
exporters and importers of various goods, and
the level of foreign investment in their
industrial sectors tends to be relatively low.
Therefore, positive, and negative external
consequences do not strongly affect the
environment. But on the other hand, trade
liberalization has improved the living
conditions in these countries and therefore had
a positive effect on the environmental health
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index. Also, the findings show that some
control variables have a significant effect on
dependent variables. In particular, the
theoretical relationship and causality between
HDI and EPI have been investigated in several
experimental studies. The findings of this study
are consistent with the results of previous
studies and confirm most of the results of
previous studies. So that HDI has a positive and
significant effect on EPI as well as on its parts
(ecosystem vitality, environmental health and
climate change). In contrast, the GDP per capita
effect is not the same between different studies.
It means that per capita GDP per capita has not
had a significant effect on EPI and the vitality

of the ecosystem, while it has a positive effect
on environmental health and a negative effect
on climate change. This situation is explained
by the U-shaped effect of the Kuznets theory.
In MENA countries (as developing countries),
climate change is in the downward part of the
curve and environmental health is in the upward
part of the curve, and in this regard, EPI and
ecosystem vitality are in the lower part of the U
curve. Finally, the two variables of energy
intensity and the ratio of exports to GDP per
capita have a negative effect on the EPI and its
parts (ecosystem vitality, environmental health,
and climate change). This result is logical and
compatible with theoretical foundations.
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Abstract

In recent years, the fluctuation in agricultural commodity prices in Iran is increased and thus, accurate
forecasting of price change is necessary. In this article, a flexible combined method in modeling monthly prices
of beef, lamb and chicken from April 2001 to March 2021, was proposed. In this new method, three different
approaches namely simple averaging, discounted and shrinkage methods were effectively used to combine the
forecasting outputs of three hybrid methods (MLPANN-GA, MLPANN-PSO and MLPANN-ICA) together. In
implementation stage of hybrid methods, based on test and error method, the optimal MLPANN structure was
found with 3/2/4-6-1 architectures and the controlling parameters are carefully assigned. The results obtained
from three hybrid methods indicate that, based on the RMSE statistical index, the MLPANN-ICA method performs
the best when forecasting prices for beef, lamb, and chicken. The outputs of three combination approaches show
that the shrinkage method, with a parameter value of K=0.25, achieves the highest prediction accuracy when
forecasting prices for these three meats. In summary, the proposed method outperforms the other three hybrid

methods overall.

Keywords: Agricultural commodity prices, Forecasting, Hybrid method, Meat

Introduction

Price is a key factor in the financial and
commercial activity of the agricultural sector,
in such a way that the activists of the
agricultural sector are always exposed to the
risks associated by the fluctuation in the price
of agricultural products (Hasan et al., 2020).
The price of agricultural products fluctuates a
lot due to factors affecting the demand side and
supply side ranging from climatic shocks to
political, financial and market shocks. The
continuous increase in food prices caused by
the rapid increase in demand for food directly
threatens more than 800 million people
worldwide with chronic malnutrition. As a
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result, the price of agricultural commodities has
attracted the attention of policymakers,
academic researchers, and companies to predict
the price of food products (Shao and Dai, 2018;
Weng et al., 2019).

As the share of food expenditure in
household expenditure in developing countries
is higher than in developed countries, the
consequences of fluctuation in food prices are
seriously pervasive in terms of food security in
such coutries (Timmer, 2014). Recent decades,
have witnessed an enormous increase and
fluctuation in commodity prices. Volatility in
the behavior of commodity prices is typically
the result of the increase in the global demands,
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complex changes associated with cyclical,
trend, and random factors and so on (Garganoa
and Timmermann, 2013; Tomek and Kaiser,
2014; Chen, 2015). In recent years, the global
economy has experienced an increase in the
prices of many agricultural commodities.
During the period 2006-mid 2008, World
agricultural commodity prices considerably
increased, so that the prices of commodity crops
nearly doubled (Nazlioglu, 2011; Ajmera et al.,
2012). As indicated by Fowowe (2016), prices
of agricultural commodities particularly
experienced enormous increase up to 64 percent
in the period from 2001 to 2013. Also, Dreibus
et al. (2014) found that in a past decade, food
prices have increased by 2.8% per year on
average. Ascendant trend in the prices of
agricultural commodity can increase concern
for countries that rely on food imports (Nazliogl
and Soytas, 2011).

In recent years, the prices of agricultural
goods have experienced significant increases
due to multiple factors, including the global
spread of Covid-19 and the ongoing conflict in
Ukraine. This upward trend in agricultural
prices has raised substantial concerns among
countries that rely on food and agricultural

imports, as noted by the FAO in 2022.
Additionally, Asian economies, such as Iran,
have also witnessed volatility and upward
trends in the prices of agricultural commaodities.
For instance, Figure 1 illustrates the monthly
price changes in various meat types in Iran from
2018 to 2021, clearly showing the presence of
this volatility and upward trajectory. It is worth
noting that a significant portion of the rise in
agricultural commaodity prices can be attributed
to inflation, which, in turn, is a consequence of
various factors, including governmental
financial mismanagement, shifts in internal
policies, chronic budget deficits, unregulated
money creation by the banking sector, the
discussions surrounding the Joint
Comprehensive Plan of Action (JCPOA), the
imposition of sanctions against Iran, the global
impact of Covid-19, the ongoing conflict in
Ukraine, and other related factors. The
cumulative effect of these factors has resulted
in a severe budget deficit within the Iranian
government. Consequently, this budget deficit
has become the primary driver of the expansion
of the monetary base and a sharp increase in
inflation, particularly in the prices of food items
in Iran.
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Figure 1- The changes trend in prices of meat types in Iran (Agriculture Ministry of Iran, 2021)

Price changes forecasting is a challenge in
economic decision making, because the
fluctuation of prices is affected by different
factors (Wu et al., 2017). One of main targets
of commodity price forecasting can be linking

of between theory and practice, improving
decision-making and risk management in
industries that heavily reliant on commodity
markets. This aims provides useful information
to both policy makers and decision markers (No
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and Salassi, 2009; Mohamed and Al-Mualla,
2010). Also, because of price forecasts play a
key role in public policy and are designed to
influence human activity, are important (Allen
et al., 2016).

The price forecasting of agricultural
commaodities is considered as an important and
essential component in market management
and decision planning, due to it can provide the
simulated perspective of future, and identifying
the balance in the supply and demand of
agricultural ~ commodities.  In  addition,
agricultural commodity prices forecasting
allowed producers to make better decisions, to
help to optimize their commodity selling
strategy, and to manage price risk. In the
agricultural commodity market, the accurate
forecasting of the price of agricultural
commodities is challenging because of prices
time series are very complex, highly volatile
(Kantanantha et al., 2010; Mohamed and Al-
Mualla, 2010; Xiong et al., 2015). Thus, an
accurate forecasting method is needed for
forecasting of the price of agricultural
commaodities which can avoid many disasters
related to the demand and supply of agricultural
commodities; and for farmers’ production
decision, consumers’ low economic losses and
government regulation (Yeetal., 2014; Yang et
al., 2016).

Given the paramount importance of
forecasts for both policymakers and decision-
makers, extensive research has been conducted
over the past decades to develop forecasting
methods. These methods have evolved from
simple models to more complex ones, as noted
by Aiolfi and Timmermann in 2006. Currently,
there exists a wide variety of models designed
for forecasting agricultural commodity prices.
In the study conducted by Wu et al. in 2017, the
forecasting models for agricultural commodity
prices were categorized into two main types:
structural models and non-structural methods.
Furthermore, short-term forecasting methods
for agricultural commodity prices encompass a
range of approaches, including time series
methods such as the ARIMA model, regression
methods like the vector auto-regression model,
and machine learning methods, including

neural networks. Although, traditional methods
have extensively used to forecast the
agricultural commodity prices, but these
methods have contained weakness, as
following:

1. Traditional methods that are applied to
predict commodity prices, are based on the
certain probability distribution, while this
assumption may be unreasonable and non-
rational (Atsalakis, 2014).

2. In most cases, time series for the price of
agricultural commodities is nonlinear and non-
stationary due to the intrinsic elaboration and
volatility of these prices, thus the linear
structure of traditional methods cannot properly
forecast the nonlinear behaviors of time series
of agricultural commodity prices (Xiong et al.,
2015; Yang et al., 2016).

3. Time series methods (e.g. ARIMA model)
are only based on observations of the same
variable are collected and analyzed, (history
prices of agricultural commodities) and random
variables, therefore, these methods ignored
other factors (not consider exogenous economic
variables) that may affect agricultural
commodity prices (Shahwan and Odening,
2007; Wu et al., 2017).

4. More current methods have focused on a
single model and can only be applied in a small-
scale data, consequently reduces the accuracy
of the forecasting of agricultural commodity
prices (Stock and Watson, 2004; Wu et al.,
2017).

The early 1980s, artificial neural networks
(ANN) have been suggested as an alternative
techniqgue to overcome the weaknesses of
traditional models. Many researchers have
started to apply ANN methods to forecast
economic and financial applications due to the
significant properties of handling nonlinear
data with self-learning capabilities (Shahwan
and Odening, 2007; Chen et al., 2010;
Atsalakis, 2014). Also, there are a number of
studies in which ANNs are used to develop
forecasting models of agricultural commodity
prices. More this studies demonstrate that ANN
models can outperform the statistical
forecasting techniques and can sometimes also
outperform some other non-linear models (Das
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and Padhy, 2015; Pannakkong et al., 2016).

Artificial neural network model is an
information  processing system that was
developed based on the structure of human
brain neuron working (Atsalakis, 2014;
Pannakkong et al., 2016). ANN model has
considerable  advantages into traditional
statistical methods, such as self-learning, not
making assumption of characteristic of the data,
expressing  highly non-linear  relationship
between the input and output data that can’t be
modeled in mathematics, generalizing at high
speed, adapting and using only many
parameters, and so on (Mollaiy-Berneti, 2015;
Pannakkong et al., 2016). Notwithstanding
above advantages, there are some problems for
ANN model that many researchers criticize the
performance of it. For example, the
convergence in the training of ANN method is
generally slow and the specification of ANN
method carried out by trial and error technique.
It is not able to determine the grade to which an
input affects the output of the ANN model
(Karimi and Yousefi, 2012; Amiri et al., 2015).
When ANN model is specially used for
forecasting the price of different agricultural
commodities, its results cannot be ensured and
overvaluing may happen. Thereupon, it may be
some errors in the ANN method outputs (\Wu et
al., 2017).

Due to the complexity of real-world
problems in nature and variety existence in
characteristics of commodity prices such as
seasonality, heteroskedasticity or a non-
Gaussian error, using of a hybrid model can be
a suitable alternative for forecasting commodity
prices (Shahwan and Odening, 2007). The
optimization of ANN model with evolutionary
algorithms (ANN-EA) is the most important
hybrid model that is used by researchers. In
fact, one of suitable ways to overcome
problems of ANN model and improve
reliability of network, is usage of optimization
methods such as evolutionary algorithms to
optimize the network initial weights. Therefore,
to reduce the weakness related to ANN
methods, some evolutionary algorithms such as
Genetic  Algorithm (GA), Particle Swarm
Optimization algorithm (PSO) and Imperialist

Competitive Algorithm (ICA) can be used for
the optimization of the ANN structure. On the
other hand, evolutionary algorithms can use to
optimize linking weights and the obtained
outputs of neural network (Ahmadi et al., 2015;
Xiong et al, 2015; Kartheeswaran and
Christopher Durairaj, 2017).

Commodity price forecasting using of the
hybrid model of ANN-EA have problems. The
choosing of the free parameters related to
evolutionary algorithms in training the neural
network using of evolutionary algorithms (e.g.
PSO, GA, ICA), are typically based on cut and
try, domain knowledge and ergodic search
methods. Thus, the hybrid model of ANN-EA
needs to determine controlling parameters and
this task causes more complex. Therefore,
variations to the controlling parameters alter the
effectiveness of the optimization algorithm
(Das and Padhy, 2015). Moreover, as indicated
by Stock and Watson, (2004), the use of an
individual model to forecast is rather unstable
over time. Also, the results of this study show
that the use of a type of the ANN-EA hybrid
model cannot be appropriate to forecast
different variables (agricultural commodities
price). To overcome these limitations,
combination methods can be used as an
alternative to increase the accuracy of forecast
models. Stock and Watson, (2004) found that
the performance of the individual forecasts was
unstable and most of the combination forecasts
have lower mean squared forecast errors
(MSFEs) than the individual models. Despite
the formidable ability of hybrid methods, not
unexpected that each of this hybrid methods
still are not able to get desired results because
of their drawbacks. Therefore, by considering
the ability of each of this hybrid methods, the
methodology and technique of the combination
ways of hybrid models are necessity for the
better forecasting of economic variables.
Hybrid and combined methods have focus on
different aspects. For instance, hybrid methods
apply processes of noise reduction, seasonal
adjustment and cluster on data, while ways of
combination use of weight coefficients of
individual methods (Rapach and Strauss, 2009;
Yang et al., 2016). Thus, the hybrid models as
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individual methods can combine by combined
methods. The obtained proportion coefficient
of hybrid models can be adjusted in the
combined method, so that the results can be the
best (Aiolfi and Timmermann, 2006; Yang et
al., 2016). To improve the accuracy of
forecasting, some combined methods have been
applied in several applications. For example,
Stock and Watson, (2004) and Aiolfi and
Timmermann (2006) used from three types of
combination forecast methods, including
simple averaging method, discounted method,
shrinkage method. This three of combination
forecast methods are considered in this study.

While numerous methods have been
developed for forecasting  agricultural
commodity  prices, the application of
combination forecasting has not received
extensive attention. Hence, this study aims to
explore the forecasting accuracy of livestock
and chicken meat prices by introducing a novel
combination-hybrid prediction method. In this
proposed method, we employ evolutionary
algorithms such as Genetic Algorithms (GA),
Particle Swarm Optimization (PSO), and
Imperialist Competitive Algorithm (ICA) to
train Artificial Neural Network (ANN) models.
Additionally, we assess whether the out-of-
sample forecasts generated by this combination
method exhibit greater accuracy and reliability
compared to forecasts generated by individual
hybrid methods, using various statistical
indexes. It is important to note that there is
limited existing research and infrequent
scientific exploration into the forecasting
capabilities of Iran's agricultural commodities
market. Therefore, this research is expected to
contribute significantly to filling this research
gap.

Our  experimental  findings  clearly
demonstrate that the method proposed in this
paper outperforms its individual components,
yielding highly effective forecasts for
agricultural commodities in the Iranian
agricultural markets. Both error analysis and
visual result analysis support the conclusion
that the combination-hybrid model introduced
in this paper achieves commendable forecasting
outcomes. This combination-hybrid model not

only enhances forecasting accuracy but also
significantly  improves  efficiency  when
compared to other hybrid models comprised of
its individual components. Additionally, the
advantages of the method proposed in this
paper can be summarized as follows:

1. Among agricultural commodities price
forecasting methods, this method is flexible and
has the great forecasting accuracy.

2. This method can be used to forecast many
types of agricultural commodities with good
performance.

The following sections provide a brief
overview of the content covered in each sector:
In Section 2, previous studies regarding
commaodity prices forecasting are surveyed. In
Section 3, we delve into the intricacies of the
data processing procedures and present the
outcomes of our preliminary data analysis.
Following that, in the fourth section, we
provide a detailed illustration of the proposed
combination-hybrid prediction method. Within
this section, we expound upon the key
components of our proposed method, which
encompass Multilayer  Perceptron  Neural
Networks (MLPNN), various evolutionary
algorithms such as Genetic Algorithms (GA),
Particle Swarm Optimization (PSO), and
Imperialist Competitive Algorithm (ICA), as
well as the combination techniques applied to
hybrid models. Each of these elements is
described in depth, offering a comprehensive
understanding of their roles and contributions to
the overall methodology. Section 4 illustrates
forecasting statistical criteria. In Sections 5,
experimental results are discussed and a final
section (Section 6) concludes this work.

Background study

To date, some researchers have reported the
use of traditional methods, the types of ANN
models, and combination and hybrid methods
for commodity prices modeling and
forecasting. For example, Zou et al. (2007),
Obe and Shangodoyin (2010), Pokterng and
Kengpol (2013) and Pannakkong et al. (2016),
for predicting agricultural commodity prices
utilized ANN model. Several studies have
yielded results indicating that Artificial Neural
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Network (ANN) models tend to outperform
well-established statistical forecasting
methods. Additionally, when it comes to
forecasting commodity prices, a variety of
papers have explored the application of
combination and hybrid methods, as
exemplified below: In a study conducted by
Wihartiko et al. (2021), an examination of
models used for predicting the prices of
agricultural products revealed that Artificial
Intelligence, Data Mining, and Regression
models were utilized at rates of 30%, 22%, and
18%, respectively. Moreover, for forecasting
agricultural product prices, intelligent models
were proposed, taking into account the concept
of the supply chain. Raflesia et al. (2021)
employed the PSO-RBFNN (Particle Swarm
Optimization-Recurrent  Neural — Network)
model in their research to predict agricultural
commodity prices in Indonesia. The outcomes
of this study demonstrated that the predictive
accuracy of the PSO-RBFNN model surpassed
that of competing models. In a study by
Nosratabadi et al. (2020), it was shown that the
combined ANN-GWO (Artificial Neural
Network-Gray Wolf Optimization) model
exhibited higher prediction accuracy when
compared to the ANN-ICA (Artificial Neural
Network-Imperialist Competitive Algorithm)
model. These findings collectively underscore
the effectiveness of ANN models and the
potential benefits of combining them with
various optimization algorithms for improved
commodity price forecasting. Wang et al.
(2018) used a hybrid model to forecast the
monthly price of Chinese garlic during 2010-
2017. Their proposed model consisted of an
Autoregressive Integrated Moving Average
(ARIMA) model as the linear part and the
Support Vector Machine (SVM) model as the
non-linear part of the proposed model. The
results of this study showed that the hybrid
ARIMA-SVM model has a better performance
in predicting the price of garlic than the
ARIMA and SVM models, and it can be used
as an effective method for predicting the short-
term price of garlic. Tian et al. (2017)
developed a time-varying HAR model to
forecast the realized volatility in the agricultural

commodity futures markets of China. The
authors used six agricultural commodity futures
namely soybean, cotton, gluten wheat, corn,
early Indica rice and palm futures and
employed daily data of all sample periods.
Their results showed that the proposed HAR
model has better performance than both the
simple HAR model and more sophisticated
HAR-type models in almost all cases. \Wu et al.
(2017) proposed a mixed model, which
combines ARIMA model and PLS regression
method to forecastthe weekly prices of
agricultural commodity from January 2, 2014 to
June 30, 2015 in Beijing. Their results
displayed the proposed mixed model is more
accurate in forecasting the prices of agricultural
commodity than each single model does.
Ahumadaa and Cornejo (2016) examined
forecasting improvements of individual food
price models by taking into account the cross-
dependence of the commaodities (including
corn, soybeans and wheat) in the period 2008—
2014. Their results indicated forecasting
accuracies of models that include price
interactions, can be improved. Das and Padhy
(2015) developed a new hybrid SVM-TLBO
method, that combines a support vector
machine with teaching-learning-based
optimization, to forecast commodity futures
index (consist of futures prices of metals,
energy, and agricultural commodities). Their
experimental results illustrated that the
proposed model outperforms the particle swarm
optimization PSO-SVM hybrid and standard
SVM models. Xiong et al. (2015) applied the
combination method of vector error correction
model with multi-output support vector
regression (VECM-MSVR) to interval
forecasting of agricultural commodity futures
prices in China, and their results indicated the
proposed method is a promising alternative for
forecasting this futures prices. Atsalakis (2014)
proposed a hybrid intelligent system called the
Adaptive Neuro Fuzzy Inference System
(ANFIS) to forecast monthly prices of four
agricultural commodities (wheat, sugar, coffee,
and cocoa). The experimental results of author's
study showed that the neuro-fuzzy method
outperforms the other feedforward such as



Heydari R., A Flexible Combination Forecast Method for Modeling Agricultural ... 183

neural network (NN), the two traditional
methods AR and ARMA. Ye et al. (2014) used
the optimal combination model to forecast
vegetable price in Hainan. This proposed model
included from three models are triple
exponential smoothing model, simple linear
regression model, and grey forecasting model.
This study’s forecasting results indicated the
forecasting accuracy of the proposed
combination model is better to each individual
model and overcomes on of limitation of
individual models. Garganoa and Timmermann
(2013) examined the out-of-sample forecasting
of commodity price indexes by means of
macroeconomic and financial variables over the
period 1947-2010. They found that the out-of-
sample forecasting of commodity prices is
strongest for industrials, metals, and the broad
commodity index; while is weaker for fats/oils,
foods, and livestock. Kantanantha et al. (2010)
develop accurate yield and price forecasting
models for stochastic crop decision planning.
To overcome on existing difficulty, they
developed Functional Principal Component
Analysis (FPCA) and a futures-based model for
yield and price forecasting and applied these
methods to corn yield and its price for Hancock
County in Illinois. They found that their
forecasting results are more accurate in
comparison to predictions based on existing
methods. Ticlavilca et al. (2010) applied the
Multivariate  Relevance Vector Machine
(MVRVM) model to forecast the prices of
agricultural commodities. Authors used the
monthly price data of cattle, hog and corn that
were obtained for a period of 21 years (from
1989 to 2009). Also, proposed method is based
on a Bayesian learning machine approach for
regression. In their study, the efficiency and
accuracy of the MVRVM model is compared
with artificial neural network model. Shahwan
and Odening (2007) used a hybrid model that
combines a seasonal ARIMA model and an
Elman neural network (ENN) to forecast
agricultural commodity prices (including hog
and canola prices from Germany). They
employed a genetic algorithm (GA) to
determine the optimal architecture of the
ANNs. Their results showed that the out-of-

sample forecasting be improved somewhat with
the proposed hybrid method.

The comprehensive review presented above
suggests that combination and hybrid methods
consistently outperform traditional methods
and various types of Artificial Neural Network
(ANN) models in the context of commodity
price forecasting. Furthermore, it becomes
evident that a method with the distinctive
features of the proposed approach in this study,
aimed at enhancing the prediction accuracy of
hybrid methods involving neural networks and
evolutionary algorithms through the use of
individual combined techniques, has not been
previously explored for predicting agricultural
commodity prices. This underscores the
novelty and potential significance of the
approach outlined in this study, which seeks to
advance the state of the art in commaodity price
forecasting by integrating the strengths of
neural networks and evolutionary algorithms in
a unique and promising manner.

Materials and Methods

The novel proposed method

There are several methods available for
forecasting commodity prices, including time
series methods, classical statistic methods,
artificial neural networks methods and hybrid
methods. To the best of authors’ knowledge,
there is no published work in the literature that
is similar to the novel proposed method
presented in this paper. This study takes
advantage of different hybrid methods and
combination approaches, and proposes a novel
combined-hybrid method. This new method
consists of two categories of individual
methods and combination approaches. In this
proposed method, combination approaches
were used to adjust the weight coefficients and
consequently to combine the forecasting
outputs of individual methods and it should be
assumed that the combination approaches able
to recognize most of the seasonal, linear and
nonlinear patterns. Individual methods included
three hybrid methods of ANN-AE where
MLPNN model combined with Genetic
Algorithm (MLPNN-GA), Particle Swarm
Optimization algorithm (MLPNN-PSO) and
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Imperialist Competitive Algorithm (MLPNN-
ICA). Combination approaches consist of
simple averaging method, discounted method
and shrinkage method. One of advantages of
novel method is flexibility in increase (or
decrease) of number of hybrid methods and

combination approaches. Fig. 2 illustrates the
details on combined method used in this study.
According to Fig. 2, input data contains
agricultural commodity prices (in this study
including prices of beef, lamb and chicken).

MLP neural network
(MLPANN)

)

v

v

Particle Swarm Imperialism Competitive Genetic
Optimization (PS0) Algorithm (ICA) Algorithm (GA)

‘ MLPANN-PSO |

| MLPANN-ICA |

‘ MLPANN-GA |

Combined individual method by:

¥

Discounted method

| Averaging method

| Shrinkage method |

¥

Final Forecasting

Figure 2- lllustration of the proposed combination method

There steps of performance of the proposed
method are as below:

1) Inserting data to three hybrid methods of
MLPANN-EA; after several times of training
and testing, and then get the forecasted data
from each of them separately.

2) Applying three combination approaches
to adjust the weight coefficients between the
three hybrid methods;

3) Comparing the proposed combined
method with the other three individual using the
criteria of Root Mean Square Error (RMSE).

Hybrid methods of Multilayer Perceptron
Neural  Network  with  evolutionary
algorithms

In order to overcome limitations related to
ANN training, i.e. powerful technique for
training, several different types of training
algorithms are developed. Hybrid methods of
combination ~ ANNs  with  evolutionary
algorithms such as genetic algorithm (GA),
particle swarm optimization (PSO) and
imperialism competitive algorithm (ICA) are

capable of adjusting the weight and bias of
ANNs, moreover, these approaches have been
widely used in the prediction of economic
variables (Karimi and Yousefi, 2012; Amiri et
al., 2015; Mollaiy-Berneti, 2015; Khandelwal
et al., 2017; Jahed Armaghani et al., 2017).

In this study, three types of evolutionary
algorithms, including GA, PSO and ICA are
employed as a training algorithm for training
multilayer perceptron neural network and
updating the weights and biases.

Multilayer Network
(MLPNN)

The MLPNN is formed from a group of
elements known as ‘neurons’ or ‘nodes’ that
place at least in three types of layers including
an input layer, a hidden layer and an output
layer. The input layer contains the independent
variables and the output layer receives the
dependent variable. The number of neurons in
the input and output layers shows the number of
independent variables used for forecasting and
a variable to be forecasted, respectively. The

Perceptron Neural
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hidden layer is placed between the input and
output layers and contains processing neuron. A
hidden layer is enough to resolve similar or
more complex problems. The most public
method to determine the number of nodes per
hidden layer is trial and error approach. The
mathematical formulation of the relationship
between the inputs (xi) and the output (y) as
follows:

y=fb+ 1)

i wix)

Where y is the output vector, xi the input
vector, w; the weight of the neural model, b the
bias, and f is the activation function. This
activation function can take many forms.
Suitable approach for the determination of
activation functions of layers are through
testing (Sangwan et al., 2015; Amiri et al.,
2015; Heddam, 2016; Johns and Burkes, 2017;
Pham Dieu et al., 2017; Mohammadi
Ghahdarijani et al., 2017). In this work, the
activation functions of both the input and
hidden layers and the output layer are
hyperbolic tangent sigmoid transfer function
(tansig) and linear transfer function (purelin),
respectively (Lazzus, 2011).

Evolutionary Algorithms

Genetic Algorithm (GA)

Genetic algorithm (GA) is one of the
optimization methods, which is developed by
Holland (1975). Genetic algorithm is a
stochastic and heuristic search technique based
on the biological evolution’s process of in
natural and imitates from the mechanic of
natural genetics. This algorithm designed to
solve complex problems of linear and non-
linear optimization using the generation of
potential solutions (Raikar et al., 2016; Kisi et
al., 2017).

Particle
Algorithm

The Particle Swarm Optimization (PSO)
algorithm is a stochastic-population-based
evolutionary computer algorithm is applied for
the solution of complex and nonlinear
optimization problems. PSO algorithm is
inspired from social behavior of some animals

Swarm Optimization (PSO)

such as fish schooling and bird flocking in
nature. Some benefits of PSO algorithm are the
ability of searching the spacious optimum with
high convergence rate, simple and inexpensive
coding, and the compatibility with the value
change of the best group (Gaur et al., 2013;
Chandrasekaran and Tamang, 2017)

Imperialist Competitive Algorithm (ICA)

Imperialist Competitive Algorithm is a novel
meta-heuristic evolutionary algorithm to solve
various optimization problems that was
developed by Atashpaz-Gargari and Lucas
(2007). ICA, as a global search population-
based technique, is inspired from the social-
political behavior of human and uses the
advantages of political, cultural and social
evolution in optimization processes. ICA
method is very similar to genetic algorithm and
has upper ability to obtain the convergence rate
and the optimal solution (Jahed Armaghani et
al., 2017; Kisi et al., 2017)

Combination Forecast Methods

The topic of combined forecasting method is
the process of merging information related to
the individual methods that can improve the
forecast reliability of economic variables, such
as prices. Itis important to determine the weight
coefficients of each single method in the
combined method, so that with obtaining
suitable weight coefficients can attain good
forecasting outputs. The combined forecasting
method states that if there exist three kinds of
forecasting  individual methods  (hybrid
methods) including MLPANN-GA, MLPANN-
ICA and MLPANN-PSO, they can be added up
as follows:

Ycombinea(r) = 0)1YMALPANN—GA(t) (2)
+ wZXMLPANN—PSO(t)
N +w3YMLPANN:ICA(t)
~ Where Yeombinea(ty + YMLPANN-GA(t)
Yurpann-pso) @ Yyrpann—-icaey are the
forecasting outputs at period t by the combined
method, MLPANN-GA, MLPANN-PSO and
MLPANN-ICA, respectively, and w; (i = 1, 2,
3) is the weight coefficient allocated to
MLPANN-GA, MLP-ANNPSO and
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MLPANN-ICA  methods at period t,
respectively; with the assumption of >3, w; =
1.Weight coefficient depends on the historical
performance of each hybrid methods, thus,
sample data divided into two periods. First
period contains data that only are used for
estimation and training of each hybrid methods:
[1, T], and second data are used for computing
weight coefficient and final forecasting: [T+1,

., n] (Stock and Watson, 2004; Rapach and
Strauss, 2009; Yang et al., 2016). In the present
paper, we consider out-of-sample combination
forecasts of monthly price of meat types in Iran.
For each hybrid methods, let Ybe the price of
meat types (beef, lamb and chicken).

Next subsection describes four types of
combined methods that are considered in this
paper. The difference between these methods
lies in how historical information is used to
compute the combination forecast.

Simple averaging method

The first class of combined methods is
simple averaging schemes. This method divides
to three categories: the mean, median, and
trimmed mean. The mean method is equally
distributing the weight coefficients in the
combined method, so that in Eq. 2 w1= 2= ®3
=1/3 is allocated. In most cases, the equal
weight  coefficients may not have the
appropriate forecasting outputs. The median
method is the set median of Yy pann—cace)

’Y\MLPANN—PSO(L“) and ’Y\MLPANN—ICA(L“)- In the
trimmed mean method, through

Yurpann-cace)y Yurpann-pso(r) and
YuipaANN - —1ca(e), or each other with the smallest
and largest values, the set of wi= 0. Whereas
there exist three hybrld methods, the results of
both median method and trimmed mean method
is similar (Stock and Watson, 2004; Rapach and
Strauss, 2009; Yang et al., 2016).

Discounted method
According to the basic framework of Stock
and Watson (2004), the discounted method uses
the following weight coefﬁcients:
w; =N 1/21 1 ] (3)

—1 — ' T+n

n; A e O A (4)

¥is)?

Where v is a discount factor, Ys is actual
values of out-of-sample andY; is forecasting
values of out-of-sample for each hybrid
method. In this method, greater weights are
allocated to hybrid methods that have lower
RMSE values (Stock and Watson, 2004;
Rapach and Strauss, 2009; Costantini and
Pappalardo, 2010). By following from Stock
and Watson, (2004), we consider values of .9,
0.95 and 1.0 for discount factor.

Shrinkage method
The weight coefficients of shrinkage method
are based on the average of the OLS estimator
of the weights. Shrinkage method takes the
form:
w; = pfi + (1 —p)(1/m) ()
I (6)
= max{0.1
—k[m/(t— (T +1)]}
Where B; is the ith estimated coefficient
from OLS regression of Ys on Yy pann - —GA(t)»

YuLpann- pso(t)and Yurpann- —1cA(t), Imposing
an intercept of zero (no intercept). In Eq. 6, m
is the number of hybrid methods (m=3) and k is
a constant amount that conducts shrinkage
method towards same weighting (Stock and
Watson, 2004). By following from Stock and
Watson (2004) for k is consider amounts of
0.25,0.5,0.75and 1.0.

Forecasting criteria

Forecasting combination methods are
typically assessed using standard statistical. In
this study, Root Mean Square Error (RMSE)
was used. This criteria measure the deviation
between the actual and forecasted data, so that
the model with the lowest value of RMSE is
denoted as the best model. Detailed
descriptions and definitions of this performance
criteria is can be calculated as follows:

RMSE = Jz (Y = 7))2 (7)

Where, Yi is the actual value, ¥; is the
forecasted value,Y;is the mean of the actual
value and n represents the time period of
forecasting (Das and Padhy, 2015; Yang et al.,
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2016; Jahed Armaghani et al., 2017). To obtain
the results of the applied methods, this study
utilized MATLAB software.

Dataset

In this study, the data required for analysis
consists of both dependent and independent
variables. The dependent variable under
investigation pertains to the prices of
agricultural goods, specifically focusing on the
prices of various meat types in Iran. On the
other hand, the independent variables comprise
lagged prices, which exert an influence on the
prices of agricultural commodities. To identify
these lagged prices, an Autoregressive model
(AR) was employed. For the monthly price data
of beef, lamb, and chicken, the optimal lag
lengths were determined as follows: a lag of 3
months for beef, a lag of 2 months for lamb, and
a lag of 4 months for chicken. The dataset used

in this study encompasses monthly price
observations for these meat types, spanning the
time period from April 2001 to March 2021.
The data of prices of meat type for this study
consist of beef, lamb and chicken in agricultural
market and these data were collected from
Ministry of Agriculture in Iran (2021). The
statistical descriptions of three agricultural
commodity prices are shown in Table 1. This
table describes the data set of prices in terms of
mean, maximum,  minimum,  standard
deviation, kurtosis (measure of flatness of the
distribution), and skewness (degree of
asymmetry of a distribution near its mean).
Examining the minimum and maximum of
prices indicate a big difference between them.
Also, the mean, standard deviation, skewness
and kurtosis show that prices demonstrate high
fluctuation. In totality, the data description in
Table 1 present the data have high variation.

Table 1- The statistical descriptions of real prices of beef, lamb and chicken

Parameter Beef
Mean 277295.6
Median 111845.5
Maximum 1440806
Minimum 21389
Std. Dev. 337085.4
Skewness 1.79
Kurtosis 5.42

Jarque-Bera  195.56 (0.00)

Lamb Chicken
296770.2 62434.67
143985.5 33722.5
1458052 308717

21368 8943
363096.8 66963.78

1.71 2.1
4.84 7.04

158.77 (0.00)  356.74 (0.00)

Source: Research findings
Note: Value of prices are expressed in Iranian Rials

For assessing the forecasting performance of
new proposed method, respectively, 80 and 20
percent of data was distributed to training and
testing sets. Also, the normalization of data to
ensure the variation uniform of input variables
and prevent variable scattering was followed as
Equation 8: (Hooshyaripor et al., 2015; Shojaie
et al., 2016):

Zi _ 2(Yi=Ymin) -1 (8)

(Ymax_Ymi.n)

Results

The forecasting results of hybrid methods
Hybrid methods structure due to its impacts
on the estimated values, is an important topic
that needs consideration. In this study, the
determination of hybrid methods structure

simultaneously performs in two aspects:
MLPNN structure and evolutionary algorithm
structure. In current study, prices of meat types
(beef, lamb and chicken) were modeled using
three different hybrid methods, MLPANN-GA,
MLPANN-PSO and MLPANN-ICA. In this
work, the evolutionary algorithms of GA, PSO
and ICA were used to optimize the connection
weights of the MLPANN. In fact, The
MPLANN model was trained and optimized by
GA, PSO and ICA algorithms to estimate prices
of meat type by using of input parameters (the
price lag of meat type). Various settings in
adjustment of the optimization parameters of
these methods (Initializing parameters) is
represented in Table 2.

Indeed, the number of neurons in the input
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and output layers of a Multilayer Perceptron
Acrtificial Neural Network (MLPANN) model
corresponds to the number of input and output
variables, respectively. However, determining
the optimal number of hidden layers and
neurons within those layers is a task that
depends on the complexity of the problem at
hand, and there is no one-size-fits-all method
for determining them. Several studies, such as
Hornik et al. (1989) and Ahmadi et al. (2015),
have demonstrated that a single hidden layer
with an adequate number of neurons can often
yield favorable accuracy in MLPANN models.
In your study, you explored various
architectures, specifically 3/2/4-x-1
architectures, with one hidden layer and a
varying number of neurons (x ranging from 1 to

10). Here, the 3/2/4 inputs represent the number
of effective lag observations for each meat type,
namely beef, lamb, and chicken, respectively.
The network has one output for each of these
meat types, representing their respective prices.
After conducting multiple experiments and
testing different configurations, it was
determined that setting the number of hidden
layer neurons to 6 yielded the best results.
Through a trial-and-error approach, it was
further confirmed that the MLPANN
architecture with 3/2/4-6-1 (3/2/4 input units,
6 hidden neurons, and 1 output neuron)
produced superior results compared to other
parameter  values, demonstrating its
effectiveness in addressing the problem at hand.

Table 2- Parameters used in structure of the optimized MLPANN-GA, MLPANN-PSO and MLPANN-ICA

The type of method

The type of parameter Value

Number of input neurons

Beef: 3/Lamb: 2/Chicken: 4

Number of hidden neurons 6
MLPANN Number of output neurons 1
Training algorithm GA, PSO and ICA
Population size 150
Max number of generation 20
GA Recombination rate 0.15
Crossover rate 0.5
Mutation rate 0.35
Number of particles (Swarm size) 20
PSO Number of max iteration 20
Ciand C2in Eqg. 2 2
Number of initial countries 20
Number of initial imperialists 30
ICA Number of decades 20
Revolution rate 0.3
& (Zeta) 0.02

Source: Research findings

After determining optimal values of
parameter’s hybrid methods, three these
methods were trained for prices of beef, lamb
and chicken. Predicted prices of beef, lamb and
chicken in training stage of MLPANN-GA,
MLPANN-PSO and MLPANN-ICA methods
is shown in Fig. 3, 4 and 5. Also the extent of
the match between the observed prices and
predicted prices of these meat is shown in Figs.
6, 7 and 8, According to the few number of
training data (about 252 observations for each
type of meat), can be seen in Figs. 3 to 8 that
these hybrid methods institute an acceptable

relationship between observed prices and
predicted prices and well approximate
corresponding prices data. This relationship
shows that hybrid methods of MLPANN with
evolutionary algorithm has a successful
implementation to map the nonlinear behavior
of prices (output). Also, from the scatterplots of
the simulations are given in Figs. 6, 7 and 8, it
is clear that the simulation of three methods for
beef prices is better than lamb and chicken
prices. In addition, for all three types of meat,
the MLPANN-ICA method is better than two
other methods in simulation of prices.
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In order to compare the performance of three
hybrid methods together, the new data sets
(remainder 20% which were not used for the
training stage) are used as the testing sets. Fig.
9 demonstrate the results of forecasting values
of MLPANN-GA, MLPANN-PSO and

MLPANN-ICA methods for data of observed
prices in test period. It is noted that, considering
the 3/2/4 lag of prices of each beef, lamb and
chicken as independent variable, 3/2/4 of
forecasting values of these methods is cut and
47, 48 and 46 predicted values is remained.
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Figure 3- Graphs of the observed and predicted prices of beef by MLPANN-GA (a), MLPANN-PSO (b) and
MLPANN-ICA (c) methods in training period
Source: Research findings
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The implementation and accuracy of each
hybrid methods were evaluated based on the
statistical index of Root Mean Square Error
(RMSE). This statistical index is indicated in
Table 3. Generally, the results of Fig. 9 and

Source: Research findings

Table 3 indicate all three methods provide
fitting estimates for the price of beef, lamb and
chicken. Also, it can be seen for beef, based on
statistical index of RMSE, the MLPANN-ICA
method has the best accuracy in forecasting
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prices compared with MLPANN-PSO and
MLPANN-GA methods. In overall, the use of a
methods cannot be

type of three these hybrid
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Table 3- The results of accuracy comparison between each hybrid methods using of statistical index of RMSE
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Commaodity Method RMSE
MLPANN-GA  41410.6
Beef MLPANN-PSO 35353.6
MLPANN-ICA 340225

MLPANN-GA 64452
Lamb MLPANN-PSO 56211.7
MLPANN-ICA 56065.3

MLPANN-GA 15336
Chicken MLPANN-PSO  14525.6
MLPANN-ICA  12496.1

Source: Research findings
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The forecasting results of

combination methods

In this section, the empirical performance of
the combination methods is examined using the
testing data set. In fact, combination methods of
prices of beef, lamb and chicken for three
hybrid  methods are analyzed. Used
combination methods in this study contain
simple averaging method, discounted method
and shrinkage method. Simple averaging
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method consists of two the mean and median
methods. Discounted method performs for
values of .9, 0.95 and 1.0 for discount factor (y).
In shrinkage method, values of 0.25, 0.5, 0.75
and 1.0 is considered for constant parameter k.
Thus, all in all, 9 type of combination methods
is utilized. The results of these combination
methods for forecasting the prices of beef,
lamb, and chicken during the test period are
visualized in Fig. 10, 11, and 12.
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Figure 11- Final forecasted values for lamb prices by three combination methods
Source: Research findings

Additionally, Table 4 provides the
calculated values of the root mean square error
(RMSE) statistical index for the three
combination methods. This statistical index
helps assess the accuracy and performance of
the combination methods in forecasting
agricultural commodity prices. Upon observing
Fig. 10, 11, and 12, it is evident that the curves
generated by the three combination methods
closely resemble each other. An accuracy

comparison of these three combination methods
in Table 4 reveals that, based on the lowest
RMSE values, the shrinkage method with K =
0.25 emerges as the most effective combination
method for forecasting beef, lamb, and chicken
prices. In summary, the shrinkage method
outperforms both the simple averaging and
discounted methods when it comes to
forecasting meat prices
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Figure 12- Final forecasted values for chicken prices by three combination methods
Source: Research findings

Table 4- The statistical index of RMSE for three combination methods for beef, lamb and chicken prices

Method Beef Lamb Chicken

Simple averaging: The mean method 34673.9 57937.4 13007.6

Simple averaging: The median method 36393.6 55946.1 12778.9

Discounted method:y = 0.9 34275.7 58363.2 13038.2

Discounted method :y = 0.95 34198.6 57942.8 12943.9

Discounted method :y = 1.0 34168.4 57504.0 12892.5

Shrinkage method:K = 0.25 32527.6 34909.5 11622.1

Shrinkage method:K = 0.5 32529.5 34935.0 11623.4

Shrinkage method:K = 0.75 32532.8 34977.5 11625.7

Shrinkage method:K = 1.0 32537.3 35036.9 11628.8

Source: Research findings

The comparison of results of the proposed ability of the combined methods was compared
combined methods with hybrid methods with three hybrid methods. In the more accurate

To achieve accurate results, the forecasting term, the forecasting accurate and ability of
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three combination methods were compared
with each MLPANN-GA, MLPANN-PSO and
MLPANN-ICA methods. The results of this
comparison are displayed in Fig. 13, 14 and 15;
and Table 5. InFig. 13, 14 and 15, the scattering
plot of the best combination method is mapped
versus the plot of three hybrid methods. Also,
based on the statistical index of RMSE, the
forecasting ability of all combination and
hybrid methods were ranked in Table 5.

From Fig. 13, 14 and 15, it can be seen that
the curves of combination methods were closer
to the curve of actual data. That demonstrated
that the combined methods outperformed the
other hybrid methods.

The results presented in Table 5 reveal that
only four of the shrinkage methods exhibit
superior accuracy and forecasting capability
across all hybrid methods when it comes to
predicting prices for beef, lamb, and chicken, as
indicated by the RMSE statistical index.
Additionally, the ranking of forecasting
accuracy for the MLPANN-ICA method
surpasses that of the combined methods of
simple averaging and discounted methods for
beef and chicken prices, while the Simple
Averaging (median) method outperforms for
lamb prices. Furthermore, in the case of beef
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and chicken prices, the forecasting performance
of two combination methods, simple averaging
and discounted methods, exceeds that of the
individual  methods MLPANN-PSO and
MLPANN-GA methods. Finally, MLPANN-
GA method has the lowest rank between all the
forecasting methods that are used to forecast
prices of beef, lamb and chicken. On overall,
the new proposed combined method has lower
RMSE into MLPANN-GA, MLPANN-PSO
and MLPANN-ICA methods. In a nutshell, the
aforementioned comparison results confirm
that the proposed combined method
outperformed the other three hybrid methods as
individual methods.

The review of forecasting studies; such as
Wihartiko et al. (2021), Raflesia et al. (2021),
Wang et al. (2018), Das and Padhy (2015) and
Xiong et al. (2015); demonstrate that
combination and hybrid methods have better
performance than traditional methods and the
types of ANN models. The comparison of the
present paper with the above studies shows that
the results of the present paper is consistent
with the results of the aforementioned studies
regarding the increase in forecasting accuracy
when using combined or hybrid models.
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Figure 13- The comparison of the forecasting ability of shrinkage method with three hybrid methods for beef
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Figure 14- The comparison of the forecasting ability of shrinkage method with three hybrid methods for lamb
prices
Source: Research findings
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Figure 15- The comparison of the forecasting ability of shrinkage method with three hybrid methods for chicken
prices
Source: Research findings

Table 5- Ranking the forecasting ability of combination and three hybrid methods for prices of beef, lamb and

chicken
Method Beef Lamb Chicken
Simple averaging: The mean method 9 9 9
Simple averaging: The median method 11 5 6
Discounted method:y = 0.9 8 11 10
Discounted method :y = 0.95 7 10 8
Combination methods Discounted method :y = 1.0 6 8 7
Shrinkage method:K = 0.25 1 1 1
Shrinkage method:K = 0.5 2 2 2
Shrinkage method:K = 0.75 3 3 3
Shrinkage method:K = 1.0 4 4 4
MLPANN-GA 12 12 12
Hybrid methods MLPANN-PSO 10 7 11
MLPANN-ICA 5 6 5
Source: Research findings
Conclusion achieve high accuracy and effectiveness.

Effective forecasting methods are instrumental
in mitigating price risks and fluctuations. This
study sought to evaluate the efficacy of a newly

In recent years, economic researchers have
increasingly focused on forecasting techniques
for agricultural commodity prices, aiming to
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proposed combined method for modeling the
prices of agricultural commodities, specifically
meat types. In this research, various hybrid and
combination methods were employed. The
study introduced a novel combined-hybrid
method comprising six distinct approaches:
three hybrid methods functioning as individual
models and three strategies for combining these
individual methods. Three hybrid methods
included MLPNN-GA, MLPNN-PSO and
MLPNN-ICA, and three approaches consisted
of simple averaging, discounted and shrinkage
methods. In fact, in this new method, three
different approaches were effectively used to
combine the forecasting outputs of MLPANN-
GA, MLPANN-PSO and MLPANN-ICA
methods together. The combined method can
improve hybrid methods’ forecasting accuracy
and incorporate in their output. Also, because
of the combination of the three hybrid methods,
the new combined method can effectively
forecast prices. The results obtained from three
hybrid methods for forecasting the prices of
beef, lamb and chicken in Iran show that all
three methods provide fitting estimates for
prices of beef, lamb and chicken. Also, based
on the statistical index of RMSE, the
MLPANN-ICA method has the best
performance in forecasting prices of beef, lamb
and chicken. In overall, the usage of a type of
three these hybrid methods cannot be
appropriate to forecast agricultural
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Abstract

The prices accepted by consumers in the market are influenced by the characteristics of the goods, based on
consumer behavioEach of these features contributes to the price agreed upon by both consumers and suppliers.
The packaging of a product playsraaal role in attracting consumers and protecting the product from damage.
High-quality and visually appealing packaging can create a positive perception among consumers, potentially
resulting in a higher price point. Additionally, specialized packagibriiques designed to preserve freshness
and extend the shelf life of oil can also impact the pfibés study investigates the impact of quality and packaging
on the price of sunflower oil in Iran. The primary objective was accomplished using the hadicnig method.

Given the qualitative and ordinal nature of the dependent variable, the ordinal logit model was employed. The
sample size was determined through a-stage cluster sampling approach, which involved collecting 350
guestionnaires from consiers in Tehran city. Statistical analysis was conducted using Shazam and Stata software.
Numerous factors influence the consumption of sunflower oil at various levels. However, in general, factors such
as increasing age, higher income levels, the preseihdiseases, and dietary considerations contribute to a
decrease in its consumptiddn the other hand, factors like improving product quality, enhancing the quality of

oil packaging, increasing consumer loyalty towards edible oil, and rising onlin@g#tés product contribute to

an increase in its demand.

Keywords: Edible oil, Ordinal logit, Packaging, Quality, Sunflower

Introduction importance has led to significant research
investments over an extended period of time
(Anis Ahangar, 2016 According to the report

from the Vegetable Oil Trade Association in
Iran, the country's edible oil requirements are
partially met by domestic oil production units,

while another portion is acquired through the
importation of crude oil. Subsequently, ghi

imported crude oil is refined and packaged
within  domestic factories before being
distributed to the market. It's worth noting that
during the transportation of imported crude oil
from the port to the factory, there is typically a

Per capita oil consumption in Iran stands at
17 kg, whereashe global average is 12.5 kg.
Studying the behavior of households in terms of
consumption of oils and fats has an important
place in predicting the health status of society.
Oils and fats providex significant part of the
body's energy, essential fatty acids and fat
soluble vitamins Kobriti et al, 2010.

The significance of oils and fats extends
beyond health considerations and also holds
substantial commercial importance. This
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